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ABSTRACT

Compiling for parallelism is a longstanding topic of compiler research. This book describes the fundamental principles of compiling "regular" numerical programs for parallelism. We begin with an explanation of analyses that allow a compiler to understand the interaction of data reads and writes in different statements and loop iterations during program execution. These analyses include dependence analysis, use-def analysis and pointer analysis. Next, we describe how the results of these analyses are used to enable transformations that make loops more amenable to parallelization, and discuss transformations that expose parallelism to target shared memory multicore and vector processors. We then discuss some problems that arise when parallelizing programs for execution on distributed memory machines. Finally, we conclude with an overview of solving Diophantine equations and suggestions for further readings in the topics of this book to enable the interested reader to delve deeper into the field.

KEYWORDS

compilers, automatic parallelization, data dependence analysis, data flow analysis, intermediate representations, transformations, optimization, shared memory, distributed memory
Contents

Preface .............................................................................. xi

1 Introduction and overview .................................................. 1
  1.1 Parallelism and independence ............................................ 2
  1.2 Parallel execution ....................................................... 2
    1.2.1 Shared and distributed memory parallelism ...................... 3
    1.2.2 Structures of parallel computation ............................ 7
  1.3 Compiler fundamentals .................................................. 9
    1.3.1 Compiler phases .................................................. 9
    1.3.2 Parsing ......................................................... 11
    1.3.3 Intermediate representations ............................... 11
  1.4 Compiler support for parallel machines ......................... 15

2 Dependence analysis, dependence graphs and alias analysis .......... 19
  2.1 Dataflow analysis ...................................................... 20
    2.1.1 Constant propagation ............................................ 20
    2.1.2 Alias analysis ................................................... 25
  2.2 Abstract interpretation ............................................... 28
  2.3 Data dependence analysis ............................................. 29
    2.3.1 Determining references to test for dependence .................. 32
    2.3.2 Testing for dependence ....................................... 34
    2.3.3 Arrays of arrays and dependence analysis .................... 38
  2.4 Control dependence .................................................... 38
  2.5 Use-def chains and dependence .................................. 39
  2.6 Dependence analysis in parallel programs ...................... 42

3 Program parallelization .................................................. 51
  3.1 Simple loop parallelization .............................................. 51
  3.2 Parallelizing loops with acyclic and cyclic dependence graphs .......... 52
  3.3 Targeting vector hardware ........................................... 55
  3.4 Parallelizing loops using producer/consumer synchronization .......... 56
3.4.1 Producer and consumer synchronization ........................................ 56
3.4.2 Optimizing producer/consumer synchronization .............................. 60
3.5 Parallelizing recursive constructs .................................................. 62
3.6 Parallelization of while loops .......................................................... 64
  3.6.1 Determining iterations to be executed by a thread ......................... 64
  3.6.2 Dealing with the effects of speculation ..................................... 66
3.7 Software pipelining for instruction level parallelism .............................. 67

4 Transformations to modify and eliminate dependences ............................ 69
  4.1 Loop peeling and splitting ......................................................... 69
  4.2 Loop skewing ........................................................................... 71
  4.3 Induction variable substitution .................................................... 73
  4.4 Forward substitution ................................................................... 73
  4.5 Scalar expansion and privatization ................................................ 75
  4.6 Array privatization .................................................................... 76
  4.7 Node splitting ........................................................................... 78
  4.8 Reduction recognition ................................................................. 79
  4.9 Which transformations are most important? ................................... 81

5 Transformation of iterative and recursive constructs ............................... 83
  5.1 Loop blocking or strip mining ....................................................... 83
  5.2 Loop unrolling ............................................................................ 84
  5.3 Loop fusion and fission ............................................................... 84
  5.4 Loop reversal ............................................................................. 86
  5.5 Loop interchange ........................................................................ 87
  5.6 Tiling .......................................................................................... 89
  5.7 Unimodular transformations ........................................................ 93

6 Compiling for distributed memory machines ......................................... 95
  6.1 Data distribution .......................................................................... 97
    6.1.1 Replicated distribution ......................................................... 100
    6.1.2 Block distribution ................................................................. 100
    6.1.3 Cyclic distribution ................................................................. 100
    6.1.4 Block-cyclic distribution ....................................................... 101
  6.2 Computing the reference set .......................................................... 102
  6.3 Computation partitioning .............................................................. 103
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.3.1</td>
<td>Bounds of replicated array dimensions</td>
<td>104</td>
</tr>
<tr>
<td>6.3.2</td>
<td>Bounds of block distributed array dimensions</td>
<td>104</td>
</tr>
<tr>
<td>6.3.3</td>
<td>Bounds of cyclically distributed array dimensions</td>
<td>104</td>
</tr>
<tr>
<td>6.3.4</td>
<td>Bounds of block-cyclically distributed array dimensions</td>
<td>104</td>
</tr>
<tr>
<td>6.3.5</td>
<td>Subscripts with multiple loop indices</td>
<td>105</td>
</tr>
<tr>
<td>6.3.6</td>
<td>Generating loop bounds for multi-dimensional arrays</td>
<td>106</td>
</tr>
<tr>
<td>6.3.7</td>
<td>Generating loop bounds with multiple references</td>
<td>106</td>
</tr>
<tr>
<td>6.4</td>
<td>Generating communication</td>
<td>107</td>
</tr>
<tr>
<td>6.4.1</td>
<td>The shift communication pattern</td>
<td>107</td>
</tr>
<tr>
<td>6.4.2</td>
<td>The broadcast communication pattern</td>
<td>107</td>
</tr>
<tr>
<td>6.5</td>
<td>Distributed memory programming languages</td>
<td>108</td>
</tr>
<tr>
<td>6.5.1</td>
<td>High Performance Fortran (HPF)</td>
<td>110</td>
</tr>
<tr>
<td>6.5.2</td>
<td>Co-Array Fortran</td>
<td>114</td>
</tr>
<tr>
<td>6.5.3</td>
<td>Unified Parallel C (UPC)</td>
<td>115</td>
</tr>
<tr>
<td>7</td>
<td>Solving Diophantine equations</td>
<td>119</td>
</tr>
<tr>
<td>7.1</td>
<td>Solving single Diophantine equations</td>
<td>119</td>
</tr>
<tr>
<td>7.2</td>
<td>Solving multiple Diophantine equations</td>
<td>120</td>
</tr>
<tr>
<td>7.3</td>
<td>Extreme values of integer functions</td>
<td>121</td>
</tr>
<tr>
<td>8</td>
<td>A guide to further reading</td>
<td>125</td>
</tr>
<tr>
<td>8.1</td>
<td>Compiler fundamentals</td>
<td>125</td>
</tr>
<tr>
<td>8.2</td>
<td>Dependence analysis, dependence graphs and alias analysis</td>
<td>125</td>
</tr>
<tr>
<td>8.3</td>
<td>Program parallelization</td>
<td>126</td>
</tr>
<tr>
<td>8.4</td>
<td>Transformations to modify and eliminate dependences</td>
<td>127</td>
</tr>
<tr>
<td>8.5</td>
<td>Reduction recognition</td>
<td>127</td>
</tr>
<tr>
<td>8.6</td>
<td>Transformation of iterative and recursive constructs</td>
<td>127</td>
</tr>
<tr>
<td>8.7</td>
<td>Tiling</td>
<td>127</td>
</tr>
<tr>
<td>8.8</td>
<td>Compiling for distributed memory machines</td>
<td>128</td>
</tr>
<tr>
<td>8.9</td>
<td>Current and future directions in parallelizing compilers</td>
<td>129</td>
</tr>
</tbody>
</table>

Author’s Biography | 157
This lecture describes the fundamental principles of compiling “regular” (typically numerical) programs with the goal of extracting and exploiting parallelism. This class of programs covers much of the important domain of dense linear algebra, stencil computations, and so forth. The topics covered include a high-level overview of compilers, analyses performed by the compiler to understand the flow of data through a program and transformations to extract parallelism and otherwise increase the performance of the program. Although the main focus of this lecture is on compiling for shared memory machines, we discuss in detail the issues raised when targeting distributed memory machines. An understanding of all of these techniques will allow computer architects to better leverage the capabilities of compilers and to understand their limitations. The material in this lecture should be accessible to an upper-level undergraduate in Computer Science or Engineering with experience in programming and a basic understanding of computer systems. We have tried to make this lecture self-contained and do not assume any prior knowledge of compiler internals on the part of the reader.

We begin our lecture in Chapter 1 with an overview of what allows a program to execute in parallel, parallel execution on shared and distributed memory architectures and compiler support for parallel machines.

In Chapter 2, we describe analyses that allow the compiler to understand the flow of data through a program: data flow analysis, abstract interpretation and dependence analysis, which uses array subscript information to develop more accurate information. One important result of these analyses is the ability to determine, at compile time, when the equivalent of read-after-write, write-after-read and write-after-write hazards occur in programs. The increasingly important topic of how to analyze explicitly parallel programs is also covered. In Chapter 3, we show how the results of these analyses can be used to detect parallelism in programs, including general parallelism, vector parallelism and instruction level parallelism. The issues raised by while loops and recursion are also discussed. Because it is often the case that programs must be transformed before parallelism can be uncovered and exploited, Chapter 4 covers transformations that eliminate and enforce dependences (i.e., hazards), allowing parallelism to be realized.

The analyses that allow parallelism to be detected and exploited also allow the compiler to determine when other transformations that benefit performance can be used. These are covered in Chapter 5. In addition to loop interchange and tiling, which are important transformations that improve locality, we discuss transformations to block loops (useful in both tiling and targeting vector hardware), loop unrolling (which exposes instruction level parallelism and larger branch-free regions of code to target with other transformations), fusion and fission, (which allow loops to be merged and can benefit locality), and other transformations.
Chapter 6 looks at problems presented by distributed memory machines, in particular the problems of how to represent the distribution of data across the different processes executing a program and communication selection.

In Chapter 7, we go into more detail on how to solve Diophantine equations, i.e., equations whose domain, range and coefficients are integers. Solving these equations is an important technique for dependence analysis and performing unimodular transformations. Finally, in Chapter 8 we present a guide to further readings for the reader interested in exploring in depth topics raised earlier in the book.

This lecture would not have been finished without the support of numerous people. I would like to thank my wife, Laura, and my three sons, Danny, Jack and Nathan, for their love and support during this project. Projects often take longer than we think they will when we first embark upon them, and every hour spent on the book was one less hour to spend with them. I would also like to thank my mother and late father whose patience and support got me to a point in life where writing a book like this is possible.

Several people have offered invaluable feedback that has made this lecture much better than it would have been. In particular, Gagan Gupta, a PhD student of Gurindar Sohi at Wisconsin, did an extremely careful reading of an early draft and made excellent suggestions. Keshav Pingali, an anonymous reviewer, and Mark Hill did a reading of the “final” draft and their suggestions led to the inclusion of new material and a much improved and more complete book.
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CHAPTER 1

Introduction and overview

Although interest in compiling for parallel architectures has exploded in the last decade with the widespread commercial availability of multicore processors [106, 110], the field has a long history, and predates the advent of the multicore processor by decades. Research has focused on several goals, the most ambitious being support for automatic parallelization. The goal of automatic parallelization is for a compiler to take a "dusty deck" (an unaltered and unannotated sequential program) and to compile it into a parallel program. Although successful automatic parallelization has been achieved for some programs, most attention in recent years has been given to compiler support for languages like OpenMP. OpenMP allows the programmer to tell the compiler about parallel regions of a program and to provide other hints, and then have the compiler generate efficient code for the program. In both the parallelization of dusty-deck programs and support for languages with parallel annotations, the focus has been on regular and dense array-based numerical programs. In this monograph we focus largely on the first goal of dusty-deck parallelization as it allows the development and explanation of much of the knowledge, and many of the fundamental techniques, required to achieve the second goal. Techniques that target non-numerical and irregular numerical programs will be discussed briefly in Section 8.9.

The first real dependence-based auto-parallelizing compiler (hereafter simply referred to as a parallelizing compiler or simply a compiler) was the Parafrase [132] system developed at the University of Illinois. The code and techniques in this compiler led, in turn, to the Ptool compiler [8] at Rice University and the PTRAN project [6] at the IBM T.J. Watson Research Center. Many of the techniques described in this work were present, either full-fledged or in a more primitive form, in these early compilers. It is interesting that a large part of the early motivation for Parafrase was to allow the study of how to develop architectures to exploit the latent parallelism in off-the-shelf “dusty deck” programs [129], as well as how to automatically compile for the Cray-1 [204] machines that dominated supercomputing at the time.

Motivated in part by the early work in parallelizing compilers, a variety of early shared memory mini-supercomputers were developed, chief among them the Alliant FX series [228], Denelcor HEP [211], and Convex [47] machines. These machines were characterized by shared memory processors, interesting architectural innovations, and overall good performance on well-tuned benchmarks. With the rapid progress in microprocessor capabilities, whose performance followed Moore’s law, it became increasingly difficult for the custom processors in the mini-supercomputers to offer a significant performance advantage over cheaper microprocessor based machines. The triumph of the “killer micro” [107] was at hand, and with it the decline of both shared memory machines designed for high performance numerical computing and large-scale parallelization efforts targeting
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shared memory machines. Thus, a research area begun to understand the architectural implications of latent parallelism in programs was significantly, and negatively, impacted by advances in computer architecture, at least until those advances led to shared memory multicore processors.

Most of the remainder of this lecture focuses on regular numerical programs targeting a shared memory programming model, where the data of each thread are accessible to other threads, and communication is via loads and stores to memory. This is in contrast to a distributed address space programming model, where different processes communicate via inter-process messages, which is discussed in Chapter 6. Although the question of which of the models is “best” is open, the wide availability of shared memory multicore processors makes programming models that target them a research area with both intellectual depth and great practical importance.

1.1 PARALLELISM AND INDEPENDENCE

When a program executes in parallel, different parts of the program are spread across multiple processors or cores and allowed to execute simultaneously. Note that in a modern machine, different processors, and cores on a processor, may execute at different rates and with different capabilities. While this can be because of the result of differences in the hardware executing the program, i.e., different processors on a parallel machine may have different clock rates or functional units, even on identical hardware the speed at which a program region executes may vary widely on different processors or cores. Data and code cache misses, memory bus contention, O/S processes being invoked, and different branches being taken in the program, among other reasons, can cause program performance to vary.

Because of this, if the part of a program executing on one thread produces (consumes) data read by (produced by) another thread, no guarantees can be made about the rate of execution the data producer relative to the data consumer. This is shown graphically in Figure 1.1(b) and (c), which show the parallel loop of Figure 1.1(a) executing in parallel. If some processors are delayed (e.g., the one executing iteration $i = 0$) then read $a[1]$ in iteration $i = 2$ may not get the correct values.

The task of a parallelizing compiler is four-fold. First, it must recognize when different regions of a program may produce, or consume, data produced by other regions. Second, it should try to transform the program to reduce the amount of interaction among different parts of the program that may prevent parallelization. Third, it should perform additional optimizations on the programs so that the sequential threads of execution in the parallelized program execute efficiently. Finally, it should produce a parallel program. We now describe with a concrete example these different tasks.

1.2 PARALLEL EXECUTION

The parallel execution of a program can be viewed in at least two dimensions. The first dimension differentiates between parallelism that targets shared and distributed memory systems, and the second dimension differentiates between the structure of the parallelism that is being exploited, independent of the target machine. We will first discuss the differences between targeting shared
for (i = 0; i < n; i++) {
    a[i] = ...
    ...a[i - 1]
}

(a) A loop with data produced and consumed in different iterations.

(b) The iterations execute such that reads of a consume the correct value.

(b) The iterations execute such that reads of a consume incorrect values.

Figure 1.1: An example of how independence of references is necessary for parallelism.

and distributed memory computers, and then will discuss the three main structures or forms of parallelism.

1.2.1 SHARED AND DISTRIBUTED MEMORY PARALLELISM

The grossest difference between programs executing on shared and distributed memory is how communicating threads (or processes) communicate. In a shared memory environment, threads
4 1. INTRODUCTION AND OVERVIEW

communicate with one another via reads and writes to shared memory. This is shown in Figure 1.2(a) and (b). In a distributed memory environment, processes communicate with one another via messages from one processor to another. This is shown abstractly in Figure 1.3(a) and (b). In both cases the simple loop of Figure 1.1(a) has been split into two loops, with each loop parallelized.

Shared memory execution
In the shared memory version of the program, each thread executes a subset of the iteration space of a parallel loop. A loop's iteration space is simply the Cartesian space defined by the bounds of the loop, and instantiated at runtime as the loop executes. In Figure 1.4(a) and (b) a singly nested loop and its iteration space are shown, and parts (c) and (d) show the same for a doubly nested loop. Each point, or node, in the iteration space represents all of the statements occurring in corresponding iteration of the loop. Graphical representations of the iteration spaces (such as what is shown in Figure 1.5) are called Iteration Space Diagrams and are often annotated with additional information, including constraints on how the iterations can execute (see Section 2.3).

Parallel parts of the program are placed into a worker function that has, as parameters, all of the variables accessed in the loop as well as the bounds of the loop executed within a thread. This transformation is sometimes called outlining in the literature [50, 230]. The pseudo-code for this is shown in Figure 1.5(a). Each parallel construct (in this case a loop) is terminated, by default, with a barrier. The barrier ensures that all threads executing the parallel construct finish before any part of the program after the parallel construct is executed. This barrier ensures that the results of memory operations in the parallel construct are available for all threads that might execute code after the parallel construct.

As shown in Figure 1.5(b), for execution on a shared memory machine the sequential code preceding the parallel loop is executed by a single thread. When the parallel loop is encountered, a call is made to the function enqueueWork that (i) places an entry in a work queue that contains a pointer to the outlined function and the argument list for the outlined function, and (ii) wakes up worker threads from a pool to execute the differences instances of the outlined function. Each thread grabs work from the work queue until it is empty, executes the barrier, and then puts itself to sleep. The initial, or master thread, then continues executes. The process continues with the call to enqueueWork( ) to execute the outlined function for the loop containing S2.

Values used by S2 are made available to S2 by the stores executing in S1. There is generally no guarantee that the thread executing iteration $i = v$ of some loop is the same as the thread executing some iteration $j = v$ of another loop. However, values written and read are available to all threads through the shared memory.

Distributed memory
In the distributed memory version of the program, the data being operated on is distributed across the processes executing the parallel region, as shown in Figure 1.2(a). Each process also contains a copy of the entire program, but the bounds of parallel loops have been shrunk to correspond to the
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(a) A shared memory program just as the first loop begins executing.

(b) A shared memory program after the first loop has executed.

Figure 1.2: An example of data sharing in a shared memory program.
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(a) A distributed memory program just as the first loop begins executing.

(b) A distributed memory program after the first loop has executed.

Figure 1.3: An example of data and work distribution and in a distributed memory program.

iterations of the parallel loop executed by this process. Sequential parts of the program are executed, by default, on a single processor. Each process also has access to a logical processor id (i.e., $\text{pid}$ in the figure) that can be tested to allow only certain processors to execute selected code.

When a parallel region is entered, all processes execute the indicated iterations of the parallel loop. When the parallel loop is finished, each processor is responsible for communicating (via a `send`, in this case) the data it has produced that is needed by other processes. Each process, in turn, is required to accept (via a `receive`, in this case) the data that it needs and that is sent by other processes. The send and receive operations not only maintain a consistent view of memory for the different processes, but it also force the use of the sent data in $S2$ to wait until the data is available. Thus, the communication also serves the purpose of the barrier operation in the shared memory program by forcing an ordering between accesses. The state of memory after the sends and receives have executed is shown in Figure 1.3(b).
1.2. PARALLEL EXECUTION

for (int i = 0; i < n; i++) {
    p = p + a[i] * b[i];
    s = s + a[i] + b[i];
}

(a) A singly nested loop nest.

for (int i = 0; i < n; i++) {
    for (int j = 0; j < n; j++) {
        p[i] = p + a[i] * b[i];
        s[i] = s + a[i] + b[i];
    }
}

(c) A doubly nested loop nest.

(b) The one-dimensional iteration space of the loop of (a).

(d) The two-dimensional iteration space of the loop of (c).

Figure 1.4: An example of one and two-dimensional iteration spaces.

1.2.2 STRUCTURES OF PARALLEL COMPUTATION

Three basic structures, or forms, of parallel computation encompass the parallelism needed by most, if not all, applications. These three forms are **Single Instruction, Multiple Data** (or SIMD), **Single Program Multiple Data** (or SPMD), and **Multiple Instruction Multiple Data** (or MIMD).

SIMD execution is characterized by multiple processors or functional units executing the same instruction simultaneously on different data elements. This led to simpler hardware by allowing a single control unit to control many functional units. This is the form of computation used, for example, on the early Illiac machines [34], the Goodyear MPP [25], and the first Thinking Machines computer, the TM-1 [102]. In these machines, a bit for each processing element could be set to signal the processor to act on its data, or do nothing for this instruction. This allowed a limited form of customization of execution on each processor. Vector processing, using instruction sets such as those supported by Intel’s Streaming SIMD Extensions (SSE) [215, 216] or the Power AltiVec [11, 12] instructions, provide a form of SIMD execution, since they apply a single instruction or operation to the elements of a vector. Graphics Processing Units, or GPUs [13, 111, 164], which have become popular as accelerators for numerical applications [38, 60, 142, 149, 205, 227], are another example of
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void loop1(double a[], int *n, int lb, int ub, int numThreads) {
  for (i = 0; i < n/2; i++) {
    S1 a[i] = i + 1;
  }
}

void loop2(double a[], int *n, int lb, int ub) {
  for (j = 0; j < n/2; j++) {
    S2 ... = a[j - 1];
  }
}

(a) A program with two parallelizable loops.  
(b) The program after outlining.

Figure 1.5: Execution of a shared memory program.
a modern SIMD machines. The deficiency of this form of parallel execution is that all computation must proceed in lock step, and processing elements not currently executing a particular operation are *not* free to perform other operations. Thus, at an if, the processing elements that need to execute the true branch might execute first while the processing elements needing to execute the false branch would be idle. Next, the processing elements that executed the part of the program in the true branch would be idle while the false branch processing elements execute.

The synchronous execution of instructions on these machines has implications for parallelization. Thus, in the example of Figure 1.1, the dependences across iterations would be enforced by the synchronous execution on the machine. Properly designed, these machines exhibit simpler control structures than equivalently powerful machines that execute the next two forms of parallelism.

SPMD execution consists of multiple copies of the same program each independently (i.e., not in lock step) executing against its own data set. The distributed memory execution shown in Figure 1.3(a) and (b) is an example of an SPMD execution—each process contains its own version of the program executing on its data. Shared memory programs executing many identical threads can also be thought of as SPMD programs, although as commonly used the term often refers (perhaps too narrowly) to distributed memory programs. For some analyses, the SPMD structure of the program simplifies analysis of the program. The IBM Blue Gene [29, 162] machines, clusters of workstations [173] and Beowulf clusters [27] are examples of systems that execute SPMD programs.

MIMD programs have different code executing on different processors, each operating on their own data. A multithreaded program where not all threads are identical are an example of this. The importance of MIMD programming has increased dramatically in recent years with the dominance of multicore processors, such as the Intel Sandy Bridge (see, for example, [207], IBM Power 7 [179, 180], and AMD [14] processors, as well as numerous other processors in the general purpose, embedded and high-performance computing markets.

Finally, the different forms of computation can be mapped onto one another. Thus, by merging all of the different programs in an MIMD program into one program, with control flow picking which processor executes which program, an MIMD program can be executed as an SPMD program. An SPMD program can be executed on an SIMD machine at the expense of many processing elements being idle, such as when one processing element’s program performs extra iterations, and so forth.

### 1.3 COMPILER FUNDAMENTALS

This section describes the fundamental compiler data structures that are used in many, if not most, compilers. The analyses and transformations whose focus is program parallelization often utilize these structures in their work. As well, many papers that treat the topics of this synthesis lecture in depth (see Chapter 8) often assume a knowledge of these data structures and related compiler basics.

#### 1.3.1 COMPILER PHASES

The high level flow of a compiler is shown in Figure 1.6. Inputs and intermediate files are shown as rounded boxes, and actual phases of the compiler are shown as boxes.
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void foo(int n; int *p) {
    int i;
    for (i = 0; i < n; i++) {
        int a = 0;
        a[i] = *p + a++;
    }
}

(a) A program unit to be compiled. 
(b) A high-level view of a compiler.
(c) The symbol table for the program of (a).

Figure 1.6: High-level structure of a parallelizing compiler.

Input to the compiler is usually a text representation of a source program. In practice, the source program can be a binary file, used in binary instrumentors and binary compilers [19, 174]; a bytecode file, such as is produced by a Java or Python source-to-byte code compiler, or a file with analysis information for the compilation unit included, to allow further analysis on a compilation unit.

A compilation unit is, as the name implies, the typical unit of a program over which the compiler operates, over which static symbol scopes are defined, and is the scope over which analysis and optimizations occur. For C, C++ and Fortran, a compilation unit is typically a file. In the C and C++ languages the program has first passed through a preprocessor which inlines header files. These header files contain declarations and/or definitions of variables, types and functions – i.e., they give the name and type information about the object being declared, and may also define storage for the object. This allows better error checking by allowing the compiler to check for type mis-matches in assignments and function calls. For Java and some other languages, the compiler will check the declarations of functions in other files to see if they match what is expected. In Java programs, the unit of compilation for type checking is the entire program, whereas for optimization it is often a single function within a class. The javac Java-to-bytecode compiler performs no optimizations and the run time, or dynamic, compiler performs optimizations. Java optimizations are often restricted to

1 Note, however, that many compilers also perform optimizations across compilation units, including optimizations across binary files. This is sometimes done by maintaining an intermediate representation (see Section 1.3.3) for multiple compilation units in the compiler. This topic is beyond the scope of this lecture, however.
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a single method or class to minimize the time spent compiling – an important consideration since
the compiler is executing while the program is running.

1.3.2 PARSING

When a compilation unit is presented to the compiler, it is lexically analyzed and parsed by the
compiler. Lexical analysis is the process of breaking up the string of characters that represent the
source program into tokens, e.g., a variable or procedure name, a binary operator, a keyword, and so
forth. Lexical analysis is a process that formally can be performed by a finite state machine. Parsing is
the process by which the compiler recognizes different syntactic constructs formed from the tokens
recognized by the lexical analyzer—a variable reference, a binary operation, an assignment statement,
a function call, and so forth. Formally, parsing for most common languages can be performed by
a slightly augmented push-down automata. Language designers often attempt to design languages
that can be processed by these formal structures. Languages so designed can have lexical analyzers
and parsers created for them automatically using tools such as Lex, YACC, Flex and Bison [143]
and Antler [16]. Such languages also tend to be easy for humans to read.

The compiler will generally parse global declarations and definitions, which appear at the top
of the file in C programs, and then compile, in turn, each function that appears in the program unit.
The output of the parser is an intermediate representation, or IR, that represents the semantics, or
meaning, of the program unit.

1.3.3 INTERMEDIATE REPRESENTATIONS

The IR of the program is repeatedly examined by different analysis passes, and modified to reflect
the effect of optimizing transformations. The IR is represented as an abstract syntax tree [3, 17, 77]
which is a graphical representation of the parsed program. In this work, we will modify this slightly
and represent programs as a control flow graph (CFG), which is often imposed on the abstract syntax
tree used by a compiler. A CFG is a graph whose nodes $b_i \in B$ are basic blocks and where an edge
$b_i \rightarrow b_j$ means that block $b_j$ may execute directly after $b_i$. A basic block is a sequence of operations
with only one entry and one exit. Variations on the basic block are sometimes used in compilers, i.e.,
the basic block may contain several entry points (i.e., labels that can be branched to from outside
the block) and one exit [87], or the basic block may only contain a single reference to a variable that
can be accessed in a different thread [141]. The operations within a basic block may be represented
as a sequence of low-level operations in three-address code, similar to what one might find in an
assembly language program, or as expressions and statements represented as trees.

Figure 1.7(a) shows a fragment of a program, and Figure 1.7(b) shows the CFG for the
program. Each block in the CFG is a basic block, and is labeled with the name of the block and
the statements it contains. Figures 1.7(c) shows the reverse CFG for the program—each edge $(a, b)$
is reversed to be an edge $(b, a)$. The reverse control flow graph is used in the construction of the
static single assignment form for programs (discussed shortly) in performing some kinds of dataflow
analysis (discussed in Section 2.1), and for computing control dependence information (Section 2.4).
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... 
S1: \( a = b + c \) 
S2: for (i = 0; i < n; i ++) {
S3: \( b = \ldots \) 
S4: \( \text{if } (a > 0) \) 
S5: \( b = a + c; \)
S6: \( \text{else} \) 
S7: \( a = a + b; \)
S8: }

(a) A sample program.

(b) The control flow graph for the program of (a). Shaded nodes are in the dominance frontier.
S1: \( a_0 = b_0 + c_0 \) 
i_0 = 0
L1: \( i_1 = \phi(i_0, i_2) \) 
a_1 = \phi(a_0, a_2)
S3: \( b_1 = \ldots \) 
S4: \( \text{if } (a_1 \leq 0) \text{ goto } L2 : \)
S5: \( b_1 = a_1 + c_0; \)
S5: \( \text{goto } L3 : \)
L2: S7: \( a_2 = a_1 + b_1; \)
L3: S2: \( i_2 = i_1 + 1 \)
S2: \( \text{if } (i_2 < n) \text{ goto } L1 : \)

(c) The reverse control flow graph for the program of (a). Shaded nodes correspond to the dominance frontier in the forward graph.

(d) The program of (a) in SSA form.

Figure 1.7: Example of control flow and reverse control flow graphs, showing the dominator and post-dominator relationships.
(a) A table showing the dominates relationship for the reverse control flow graph of the program of Figure 1.7(a). Each row shows what nodes are dominated by the node at the start of the row, denoted with a √.

(b) A table showing the dominates relationship for the reverse control flow graph of the program of Figure 1.7(a). Each row shows what nodes are dominated by the node at the start of the row, denoted with a √.

**Figure 1.8:** The dominator and post-dominator relationships for the program of Figure 1.7.

---

**Static Single Assignment (SSA) form**

The control flow graph and operations within the nodes of the basic blocks are sometimes converted to static single assignment (SSA) form [62, 75]. In the SSA form, storage is logically assigned a value once. We say “logically” because the single-assignment property is enforced during compilation and analysis, but the program is converted from the SSA form to a more traditional form for execution. Intuitively, the conversion into SSA form is done by giving the target of each assignment a unique name, and all uses of the value are changed to read from the unique name. Thus, in the program of Figure 1.7(c), the target of each assignment into a variable $v$ is renamed $v_j$, $v_{j+1}$, and so forth. If a program consisted of only straight-line code, the each use of $v$ would be replaced by a reference to $v_j$, where $v_j$ is the name given the immediately preceding assignment to $v$. Often, arrays are treated similarly to scalars, that is a write (read) to an array is assumed to be to every element in the array. The Array SSA form of [120] overcomes this deficiency at the cost of some complexity in the compiler data structure and in runtime monitoring of stores to arrays when exact information about these cannot be gathered at compile time. Figures 1.7(d) shows the SSA form of the program of Figures 1.7(a).

Control flow complicates this, and must be handled. For example, in the program fragment of Figure 1.7(a), the value of a read in $S_8$ can come from the assignment of $a$ in either $S_1$ or $S_7$. To deal with this, the SSA form uses φ functions to choose between the different values of $a$ that arrive at a program point, and assign the value to a new, uniquely numbered $a$.

The algorithm for placing Phi-functions uses the concept of the dominance frontier of a statement containing an assignment to $a$. A basic block $b_j$ is dominated by a basic block $b_d$ if all paths
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from the start of the program to \( b_j \) must pass through \( b_d \). Figure 1.8(a) and (b) shows the dominance relationships for the CFG and reverse CFGs, respectively, for the program of Figures 1.7(a). The dominance frontier of some statement \( b_j \) is all basic blocks \( b_{df} \) such that \( b_{df} \) dominates a predecessor of \( b_j \) in the CFG but does not dominate \( b_j \) [62]. More intuitively, the dominance frontier of \( b_j \) contains the blocks where paths in the control flow graph that bypass \( b_j \) join with the path that contains \( b_j \). One way of finding the dominance frontier for a CFG is to compute the control dependence nodes in the reverse CFG using the concept of dominators and post-dominators in the reverse CFG—these nodes are the dominance frontier. Intuitively a node \( X \) is control dependent on a node \( Y \) if the execution of \( Y \) controls whether or not \( X \) is executed. The concepts of control dependence and dominance frontiers are discussed in Section 2.4.

The SSA form is useful because it allows a variety of scalar optimizations such as constant propagation [240] (which finds variables that hold constant values) and use-def computation to be done efficiently. Most modern compilers have an IR that is in SSA form.

Other compiler structures in the intermediate representation

The IR of a program maintains other useful information about the program. The two most important data structures not yet discussed are the symbol table and call graph.

The symbol table contains information about every symbol in the program that can be accessed from the function or compilation unit being compiled. This includes classes, variables, functions, structures, and global and external variables and functions. Standard information maintained consists of variable types, return types and parameter types and number for functions, structure fields and their types, global and external variable types, whether variables are constants, and member functions of variables and class variables. Information such as whether a variable is constant may be derived by the parser when the variable declaration is parsed (if it is declared as “const”), or may be discovered later as a result of analysis.

The call graph (CG) has a node for each unique function or method in the program (or compilation unit). An edge \( n_i \rightarrow n_j \) exists between two nodes in the CG if function \( n_i \) calls function \( n_j \). If there is a path from \( n_i \) to itself through zero or more other nodes, then \( n_i \) is recursively invoked. The nodes of the CG often contain a CFG that represents the actions of the function, as described above.

Compiler optimizations for sequential and parallel machines

Compilers perform several different flavors of analysis and optimization. In general, the goals are to reduce the amount of work performed in a computation, reduce the amount of storage used, and to enable the work that must be performed to be performed in parallel. Examples of optimizations that reduce the amount of work performed include, but are not limited to:

- **dead code elimination** which finds never executed code and removes it from the program. Dead code often results from flags used to support debugging (e.g., \( \text{if (debug > 0)} \ldots \)) or as a side affect of other compiler transformations;
function inlining which replaces a call to a function by the body of the function, i.e., the function is treated similarly to a macro. In the case of small accessor functions in object oriented programs, the benefits of not having to go through a full function invocation to access a class field can be substantial;

tiling which seeks to reduce the overhead of cache misses;

strength reduction which replaces an operation (e.g., integer division by a power of two) with a cheaper operation (e.g., a right shift.) We note that even something as simple as this can become complicated. For example, some languages like Java round towards zero, whereas doing a right shift on a negative complex numbers will result in a rounding down. Thus, $-5/2$ should give a result of $-2$ in Java, but shifting right yields $(1101 >> 1 \rightarrow 1101$, or -3. Handling such subtleties manually is error prone and a good reason to rely on compiler optimizations, especially for low-level optimizations.

An example of a transformation that enables sequential optimizations is function inlining. By bringing the called (or callee) function code inside of the calling (or caller) function, intra-procedural analysis techniques can be used to analyze and optimize the code in the called function along with the results in the callee. By creating a new copy of the function at each site where it is called and inlined, optimizations that are legal, or beneficial, only for the invocations at a single call site are enabled.

At a much lower level, register allocation is used to maximize the number of variable reads and writes that are into and out of registers while minimizing the number of loads and stores of values between registers and memory. Also at the low level, instruction scheduling can be used to order operations so that the hardware is likely to execute them in a way that maximizes instruction level parallelism.

The details of most of these optimizations is beyond the scope of this lecture. In Chapter 8, pointers to papers giving a good overview of these techniques can be found. The bulk of this lecture will discuss compiler support for parallel machines, as described in the next section. Nevertheless, parallel programs consist of collections of sequential code executing in parallel, and compiler techniques that optimize this sequential code also improve the performance of the program.

### 1.4 COMPILER SUPPORT FOR PARALLEL MACHINES

Ideally, a compiler would take a sequential program and automatically translate it into a parallel program that efficiently makes use of the cores in a multicore processor. With current technologies, a loop can execute in parallel if either (i) each iteration of the loop executes independently of all other iterations, or (ii) properties such as commutativity can be exploited to allow different iterations write and read the same data to execute in parallel. Figure 1.9 shows a program whose loops can be parallelized by transforming its loops into ones that meets the above criteria.

Consider first the $i$ loop. Each iteration of the loop writes a unique memory location $b[i]$, and no iteration of the loop reads this location. Thus, no iteration of the loop reads a memory location
for \((i = 0; i <+; i < n)\) {
  \(S1\): \(b[i] = i\)
}

\(S2\): \(s = 0;\)
for \((j = 2; j <+; j < n)\) {
  \(S3\): \(t = b[j]%4\)
  \(S4\): \(a[i2] = t - 1\)
}
for \((k = 2; k <+; k < n)\) {
  \(S5\): \(s = s + a[k3];\)
}

\(\text{(a) A program.}\)

Figure 1.9: An example of a loop with multiple dependences.

\(\text{parfor} (i = 0; i <+; i < n)\)

\(S1\): \(b[i] = i\)

\(S2\): \(s = 0;\)
  int numThreads = getThreadCount();
  int myThreadID = whoAmI();
  for \((j = 2; j <+; j < n)\) {
    int t'[n];
    int s'[n];
    \(S3\): \(t'[j] = b[j]%4\)
    \(S4\): \(a[j] = t'[j] - 1\)
  }
  for \((k = 0; k < \text{numThreads}; k ++)\)
    \(S5\): \(S[\text{myThreadID}] = S[\text{myThreadID}] + a[k];\)
  for \((k' = 0; k' < \text{numThreads}; k' ++)\)
    \(S6\): \(s += S[k'];\)

\(\text{(c) The program of (a) transformed and parallelized.}\)
touched by another loop, every iteration of the loop is independent of all others, and the loop can be easily run in parallel. For the \( j \) loop the situation is more complicated. Every iteration of the loop reads and writes \( t \). Should the loop, as is, be run in parallel, there will be many iterations trying to read and write the same memory location, and an execution of the program will probably not give a correct result. Finally, in the \( k \) loop every iteration also reads and writes the variable \( s \).

Compilers use \textit{dependence analysis}, described in Chapter 2, to determine if accesses to an array may be to the same element of the array, and if so, how many iterations separate those accesses. In Figure 1.9(b) the \textit{dependence graph} for the program is shown. The dependence graph summarizes the problematic accesses of memory on \( t \) and \( s \) described above. \( \delta_f \) is a \textit{flow} dependence, which indicates a location is written, and then later read later on, \( \delta_o \) is an \textit{output} dependence, which indicates a the same location is written, and then later written again one or more times, and \( \delta_a \) is an \textit{anti} dependence, which indicates a location is read, and then later written. We note that flow, anti and output dependences correspond to read-after-write (RAW), write-after-read (WAR) and write-after-write (WAW) hazards, respectively. The concepts of dependence will be refined and discussed in greater detail in Chapter 2.

In the loop of the example of Figure 1.9, the accesses to \( t \) can be made independent by replacing the scalar \( t \) with an array \( t' \) that has one element for each iteration of the loop, and replacing each reference to \( t \) with a reference to \( t'[j] \). Doing this leads to the code in Figure 1.9(c). This, and other transformations to eliminate or modify dependences to enable parallelization, are described in Chapter 4.

The behavior of \( s \) in the \( k \) loop looks similar to that of \( t \), but there is an important difference. Because the only operations on \( s \) in the loop are commutative, the final value of \( s \) can be computed as a \textit{reduction}. As with \( t \), \( s \) is expanded into an array \( s' \) with one element for each thread. To get the final value of \( s \), however, it is necessary to sum up the \texttt{numThreads} elements of \( s' \) into \( s \), as is done by the sequential \( k' \) loop. Chapter 5 discusses reduction recognition, and how code is generated for reductions.

In Chapter 3, we discuss how the analyses used to parallelize programs can be used to perform other optimizations. The most widely used of these is \textit{tiling}, which alters the order of array accesses in order to increase cache locality, but the analyses can support a variety of other transformations.

The analyses and optimizations discussed so far, and through Chapter 3 assume the input program is sequential. If it is not, then issues related to those raised by implementing cache coherence protocols on shared memory processors are raised. In Section 2.6 we discuss how compilers can deal with these issues arising from compiling programs that are already parallel.

An overview of compiling for distributed memory machines is given in Chapter 6. Whereas communication across threads executing in parallel on a shared memory machine is done via loads and stores, communication on a distributed memory machines requires explicitly calls to communication library code, and carries a significantly higher startup cost than a load or a store. This, in turn, makes

\[ ^2 \text{A more efficient allocation of } t' \text{ can be made by realizing that only one element is needed per thread, as discussed in Section 4.8.} \]
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It is necessary to minimize the number of communication operations that occur, and makes it essential that each operation deliver as much data as possible, placing a unique burden on the compiler.

In Chapter 7, we discuss the solution of Diophantine equations, which are equations that whose solutions and coefficients are integers. Diophantine equations are used in several places by compilers.

Finally, in Chapter 8, we present a guide for further reading both on the topics discussed in this work, and in related and more advanced topics that were not covered.
CHAPTER 2

Dependence analysis, dependence graphs and alias analysis

As described in Chapter 1, determining what data (memory) is accessed by references in the program is fundamental to determining if different regions of a program can execute in parallel. Three major techniques are used to determine when two references access the same storage: dependence, use-def, and alias analysis. In general, dependence analysis is used to analyze array accesses, and alias and use-def analysis are used to analyze accesses to scalars or data that is treated as a scalar.

All of the analyses we discuss have the property that they are sound or conservative. Any analysis performed at compile time will be forced to approximate the behavior of the program at run time, and this approximation will cause the results of the analysis to differ from what actually happens at run time. The question is, what effect do these differences have on the correctness of transformations using the analysis results? If the analysis is sound, or conservative, then the differences will cause optimization opportunities to be missed, but will not lead to incorrect executions of the program. What constitutes a conservative result from an analysis is in part a function of how the results are used. Consider an analysis that determines if two reads are to the same memory location. If the analysis is used by a pass that allows the results of the first read, $a_1$, stored in a register to be reused by a second access, $a_2$, then the analysis is conservative only if every pair of accesses $a_1, a_2$ said to be to the same location must be to the same location. If they are not, then $a_1$ will read the wrong value. In this case, the analysis is conservative if it only says that accesses are to the same location if they always are. Now consider when the analysis is being used to determine if a read of storage by $a_2$ can be moved above a write by $a_1$. In this case, if the analysis says that two accesses that may, or may not, access the same storage do not access the same storage (a conservative result for the first use of the analysis) then illegal moves of two accesses past each other may occur. In this case, the analysis should say that two accesses are to the same location if they may be to the same location. It is entirely the responsibility of the creator of an analysis and the user of the analysis (the client) to ensure that the approximations made by the analysis are appropriately conservative.

We will first describe a basic dataflow analysis, and use the concepts developed to discuss the more complicated alias analysis. We will then move on to dependence analysis and conclude with a discussion of use-def analyses. Dataflow analysis has been a area of intense research for over 40 years ([100, 200]), and a more extensive introduction can be found in [3, 17, 77].
2. DEPENDENCE ANALYSIS, DEPENDENCE GRAPHS AND ALIAS ANALYSIS

2.1 DATAFLOW ANALYSIS

We will first discuss a simple dataflow analysis to allow a clearer explanation of certain concepts to be done. The analysis we will consider is constant propagation, which attempts to determine what values in a program are constants.

![Diagram of the semi-lattice used in constant propagation analysis.](image)

(a) the semi-lattice used by constant propagation.

(b) The join operation \( \wedge \) for the semi-lattice.

**Figure 2.1:** The semi-lattice used in the constant propagation analysis.

2.1.1 CONSTANT PROPAGATION

Constant propagation, like most dataflow analyses, is performed by traversing the control flow and calling graph of the program. We will first discuss the simpler intra-procedural case (i.e., where the analysis is only examining a single procedure) where only the control flow graph of the function being analyzed is needed, using the program of Figure 2.2(a) and the control flow graph of Figure 2.2(b). Prior to performing the analysis, each node in the graph is annotated with two pieces of information: facts that become true in the analysis when the node is visited, and facts that are no longer true after the node is visited. The specification of facts that become true is contained in the \( \text{GEN} \) set, and the specification of facts that are no longer true after the node is visited are given by the \( \text{KILL} \) set.

For constant propagation, we can say three things about the domain of values for variables in our analysis:

1. it is a constant with a value \( v \);
2. we have not yet discovered anything about the variable; and
3. we have discovered something about the variable, and it is not a constant.

The relationship between these values is often represented by a **semi-lattice** \( L \), which consists of a set of values \( V \) and a meet operator \( \wedge \).

The values in the semi-lattice and the meet operator vary from analysis to analysis. In Figure 2.1(a) a diagram showing the values of the semi-lattice for a constant propagation is given. Given two values \( v_i \) and \( v_j \), let \( v_r \) be the first common descendant of \( v_i \) and \( v_j \) in the semi-lattice, then \( v_r = v_i \wedge v_j \). Using these definitions, we see how constant propagation can be done using the semi-lattice shown in the figure.
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```c
void foo(int k) {
    int j;
    k = 4;
    read(i);
    for (i = 1; i < n; i++) {
        if (j > 0) {
            k = 5;
            j = k;
        }
    }
}
```

(a) A program over which constant propagation will be performed.

(b) The CFG for the program of (a) initialized to begin the constant propagation dataflow analysis.

(c) The CFG after one pass.

(d) The CFG after the second pass—the dataflow information has converged.

Figure 2.2: An example of a flow sensitive constant propagation analysis.
Constant propagation is a forward data flow analysis, that is, facts that are true at some point are propagated forward through the program. The program state, before a statement is executed, is in the \( \text{IN} \) set, and the program state after the statement is executed is in the \( \text{OUT} \) set. Moreover, at each node in the control flow graph certain facts become true—these are represented by a \( \text{GEN} \) set associated with each node of the program. Also at each node in the CFG certain facts must become false—these are represented by a \( \text{KILL} \) set associated with the node.

A transfer function of the form \( \text{OUT} = \text{GEN} \land (\text{IN} - \text{KILL}) \) represents the effect of the node on the program state when the statement is executed. Almost all dataflow analyses use a transfer function of this general form. The set associated with the nodes must first be initialized. In constant propagation, the \( \text{KILL} \) set is empty, and is set as such for every node. The \( \text{IN}, \text{OUT} \) and \( \text{GEN} \) sets consist of doubles of the form \([v, val]\). For the \( \text{IN} \) and \( \text{OUT} \) sets, \( val \) is an element of the semi-lattice. For the \( \text{GEN} \) set, \( v \) is a variable that is on the left-hand side of the assignment, and \( val \) is either a single variable, a constant, or an expression of the form \( val_i \odot val_j \) that is assigned into that value. Figure 2.2(b) shows the nodes of the CFG annotated with the \( \text{GEN} \) and (empty) \( \text{KILL} \) sets that capture the effect on the nodes on the program state, and the initial values of the \( \text{IN} \) and \( \text{OUT} \) sets.

The transfer function is evaluated as follows. For simplicity, we assume one statement per node, and each node contains one of five kinds of expressions:

\[
\begin{align*}
v_i &= c_i \\
v_i &= v_j \\
v_i &= op_1 \odot op_2 \\
v_i &= \text{foo}(. . .), \\
null
\end{align*}
\]

where \( c_i \) is a constant literal, \( v_i, v_j \) are variables, \( op_1 \) and \( op_2 \) are either variables or constants, \( \text{foo} \) is a function and \( \text{null} \) is a node where no variables are assigned. Let \( \text{VAL}_S(t) = val \), where \( t \) is the double \([v, val]\) in the set \( S \), i.e., \( \text{IN}, \text{GEN} \) or \( \text{KILL} \). Let \( \text{VAR}_S(t) = v \), where \( t \) is the same double. For every double \([v_i, val]\) in the \( \text{IN} \) set with no corresponding double \([v_j, . . .]\) in the \( \text{GEN} \) set, the double \([v_i, val]\) is simply copied to the \( \text{OUT} \) set. This is true for all variables when the expression is \( \text{null} \). For the variable \( v_i \) such that \([v_i, val]\) is in the \( \text{GEN} \) set, the following action is taken. If \( val \) is a variable \( v_j \), then the double \([v_j, val]\) is found in the \( \text{IN} \) set (i.e., the current value of \( v_j \) in the domain represented by the semi-lattice is found), and the double \([v_i, v_j]\) is placed into the \( \text{OUT} \) set. If \( val \) is the constant \( c_j \), then the double \([v_i, c_j]\) is added to the \( \text{OUT} \) set. Otherwise, the expression in the node is \( val = op_1 \odot op_2 \). As was just done with a singleton right-hand side, we look up each of \( op_1 \) and \( op_2 \) in the \( \text{IN} \) set. If both are constants or constant valued variables, the expression \( op_1 \odot op_2 \) is evaluated using the constant values. The double \([v_i, r]\) is then added to the \( \text{OUT} \) set, where \( r \) is the result of evaluating the expression. Finally, if either \( op_1 \) or \( op_2 \) is not a constant, the double \([v_i, \text{VAL}(op_1) \land \text{VAL}(op_2)]\) is added to the \( \text{OUT} \) set. In Figure 2.2(c), the result of doing this throughout the program on a single pass is shown.
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Statements like the C for statement may be broken into more than one statement—this has been done for $S4$. Statement $S4$ is broken into two statements, one which assigns 0 to $i$, and the other which performs the increment of $i$.

Statement $S4$ is a join point in the control flow graph. As a result, there are values for each variable $v_i$ defined along each control path entering the join. At this particular join point, the values along the path from the top of the program will hold the first time statement $S4$ is visited, and values from within the loop will hold the second and later times that it is visited. The analysis, however, must represent values that hold at any execution of $S4$. To model this, the $IN$ set of $S4$ contains the meet of the two $OUT$ sets, that is, for every double $t_{S4}' (t_{S8})$, such that $VAR_{OUT}(t_{S4}) = VAR_{OUT}(t_{S8})$, the double $[VAR_{OUT}(t_{S4}), VAL_{OUT}(t_{S4}) \land VAL_{OUT}(t_{S8})]$ is in the $IN$ set of $S4$.

The propagation of values through the CFG continues until no changes occur, and the algorithm terminates with the graph as it appears in Figure 2.2(d). The contents of the $IN$ set associated with each statement tells whether the corresponding variables are constants or not, and if so, what their value is, immediately before the statement executes. We know the algorithm will terminate because the result of the $\land$ operation either moves down the semi-lattice, or stays in the same place. Thus, at any statement $S$ there can only be $h$ updates of the variable's value in $S$, where $h$ is the height of the semi-lattice.

The analysis just described is flow sensitive, that is, there is an $IN$ set for each statement, and the $IN$ set describes the state of the execution along the program flow in the CFG for each statement, and as such, all facts in the $OUT$ set are conservatively correct for each point in the program. A flow insensitive analysis can be performed where there is effectively a single $IN$ set that also serves as the $OUT$ set for every statement. As a statement is visited, the $IN$ set is updated, and then used as the input for the analysis of the next statement. Flow insensitive analyses are generally less precise, and more conservative, than flow sensitive analyses because a fact is true only if it is true throughout the entire control flow graph. Thus, the knowledge in the flow sensitive algorithm that $k = 5$ in $S6$, and $j = k = 5$ in $S7$, but have different constant values in other parts of the program, is lost in the flow insensitive analysis. Flow insensitive algorithms tend, however, to be faster than flow sensitive algorithms. Figure 2.3 shows the effect of flow insensitive analysis on the example of Figure 2.2.

What happens when a procedure call is encountered? When the intra-procedural analysis of a function is finished, its effect on the global state of the program can be represented as a summary. Thus, in the example of Figure 2.2, the parameter $k$ is not a constant upon leaving the function. Thus, at each call site for $foo$, the $GEN$ set for the calling statement would contain the double $[\kappa, \perp]$ to reflect this, where $\kappa$ is the argument passed to the parameter $k$ of $foo$. Similarly, the state of the program at the point of the call can be represented as the $IN$ set of the function call statement. The analysis, upon encountering the function call, would send the values associated with arguments to the intra-procedural analysis of the function body. Analogous to flow sensitive and insensitive analyses, inter-procedural analyses can be context sensitive and context insensitive. In a context sensitive analysis, each function call site has a separate summary ($GEN$ and $KILL$) sets, whereas in a context
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(a) The initial flow insensitive structures for the program of Figure 2.2(a).

(b) The flow insensitive structures after visiting $S_4'$.

(c) The flow insensitive structures after visiting $S_7$.

(d) The flow insensitive structures after visiting $S_8$ and converging.

**Figure 2.3:** A flow insensitive constant propagation analysis on the program of Figure 2.2(a).
insensitive analysis all call sites share summary IN information. Similar precision/speed trade-offs exist as with the flow sensitive and insensitive analyses.

A work queue is typically used to implement a dataflow algorithm. The first node of the function is placed into the queue. Until the queue is empty, the algorithm removes a node from the queue. The IN set is computed from the predecessor node's OUT sets, and the transfer function is evaluated. If the OUT set of the node being processed changes, its successor nodes are placed into the work queue. This causes nodes to be reevaluated only when their inputs change.

Finally, some analyses, such as live variable analysis, are backwards analyses, and information is propagated backwards through the program. In live variable analysis, the fact that a variable is read later in a program makes a value in the variable at an earlier point in the program live. Backwards analyses are in principle just like forward analyses, except that a reverse control flow graph is used. A reverse control flow graph is formed from the control flow graph by changing each edge \( \alpha \rightarrow \beta \) to \( \beta \rightarrow \alpha \). In these analyses the OUT sets are computed from the IN sets of the predecessor nodes in the reverse control flow graph, and the transfer function then computes the IN nodes value.

### 2.1.2 ALIAS ANALYSIS

Alias analysis is a dataflow analysis that tries to determine the different “names” by which an object in memory is referenced. By “object” we do not mean an object in the object oriented use of the term, but rather any collection of memory that can be referenced in whole by the program. An object in our sense may be a word, a structure, the field of a structure, an entire array or some other element (including an object in the OO sense of the word) in the program. Two different pointers can be made to refer to the same object by assigning the same value, or address, to each. Two different function parameters can be made to refer to the same object by assigning the same value, or address, to each. Two different function parameters can be made to refer to the same object in languages that pass arguments to functions by reference (such as Fortran) by passing the same object as two or more arguments. In languages such as C and C++ that pass arguments by value, passing two or more pointers that contain the same address as parameters causes aliasing. Address arithmetic can also cause real, or apparent aliasing.

We will refer to the program of Figure 2.4(a) when describing alias analysis. In Figure 2.4(b) the control flow graph (as described in Section 1.3.3) for the program is shown.

The program first declares three pointers, \( p, q \) and \( r \), in statements \( S_1, S_2 \) and \( S_3 \), and assigns to each pointer the address of a heap allocated object. This raises an interesting problem in alias analysis—how does the analysis refer to a heap allocated object? Note that if the allocation site is executed repeatedly, as in:

```c
for (i = 0; i < n; i++) {
    ...
    S_j   ptr = malloc(...)  
    ...
}
```
then the variable ptr may reference a number of different objects, the number of which is unknown at compile time. Therefore, the different objects cannot all be uniquely and individually represented at compile time, and that which cannot be represented by a compiler cannot be analyzed by the compiler. One standard way around this representation problem is to name allocation sites, and refer to all objects allocated at that site by the site name. Thus, all objects allocated in statement $S_j$ in the loop above would be referred to as an $S_j$ object, and any action taken on any of those objects would be assumed to take place on all of them.

Returning to the example of Figure 2.4, in statements $S_1$ and $S_2$ the assignments to $p$ and $q$ cause them to point to objects $S_1$ and $S_2$, respectively. This is represented by the points-to graph
shown in Figure 2.4(c). In the simple points-to graph of this example, each node is a circle labeled with the name of a pointer, or a square labeled with the name of an allocation site representing all of the objects allocated at the site. Edges in the graph go from a pointer to the object referenced by the pointer. In S3, r receives the value of q, and therefore points-to object S2, as shown in Figure 2.4(d). Because q and r point to the same object, they are aliased at this point in the program.

The next statement is an if statement. At this point we will assume a flow sensitive analysis, which not only follows the control flow of the program but keeps analysis information at each point in the program. Along the true path of the if the statement q = p is executed. This makes q point-to what p points-to instead of pointing to object S2. As well, the assignment s = q makes s point to what q (and p) point to. This is shown in the points-to graph of Figure 2.4(e). Along the false path r = p is executed, and r now points-to object S1 rather than object S2, as shown in Figure 2.4(f).

At the end of the if statement, the points-to graph must be conservative and correct regardless of which path the program took. Thus, whatever is true along either path reaching this point must be true at S9. Since p points only to S1 along both paths, it must point to S1 at the join of the two paths. Because q points-to S1 at the end of the true branch, and to S2 at the end of the false branch, it can point to either at the end of the if. r points to S1 or S2 at the end of the if, and s points-to either S1 or nothing. This is shown in Figure 2.4(g).

In this analysis the result of the join operation for a graph p → q and p → r is a graph where p is pointing to both q and r, i.e., is the union of the graphs. The domain of the semi-lattice over which this analysis operates contains increasing connected points-to graphs containing all heap objects and pointers visible in the region of the program being analyzed. Like the infinitely wide semi-lattice using in constant propagation, this semi-lattice is never explicitly represented.

The analysis can be flow insensitive instead of flow sensitive. In the flow insensitive analysis, a single points-to graph is maintained for the entire program region under analysis, rather than at each program point, and the resulting points-to graph, when the analysis is finished, must be conservatively true at all points in the region under analysis. More concretely, in our example, when S9 is analyzed, q is made to point to both S1 and S2, because it points-to each at some location in the program. Similarly, when s = q is analyzed, s must point to both S1 and S2 because q points-to both of these. At the merge point at the end of the if no additional action is necessary because the merger of information has already happened on the single points-to graph used by the flow insensitive analysis.

Alias analysis is imprecise for several reasons. Context and flow insensitive analyses merge information from multiple points in the program, and consider the information to hold at all points in the program. These less precise analyses are used because they are generally faster than the more precise context and flow sensitive analyses. Because the analysis must be true for all paths through the program, merging alias information at control flow join points, such as after the if in the example above, also loses information about what is true during a particular execution of the program at this point. Finally, the fact that all objects allocated at a particular site are treated as the same object, and that arrays are generally treated as a single, monolithic object, such that a write (read) to any element
of the array is considered a write (read) to the entire array, also causes alias analyses to be generally conservative. In Section 2.3 we discuss data dependence analysis, which aims to gather more precise information about array accesses.

2.2 ABSTRACT INTERPRETATION

Abstract interpretation [58, 59] is an alternative approach to dataflow analysis for the static analysis of computer programs. Abstract interpretation has traditionally been less widely used than dataflow analysis in compilers, but is an area of intense research interest, and arguably is gaining in popularity.

Conceptually, a programming language $\mathcal{L}$ has some semantics $\mathcal{S}$ and operates over some domain $\mathcal{D}$. Thus, the semantics of the programming language specifies how programs map input values (in the domain $\mathcal{D}$) onto the domain $\mathcal{D}$. Given a program $p \in \mathcal{L}$, the semantics $\mathcal{S}$ define allowable outcomes in $\mathcal{D}$ given some input or initial state. Moreover, this outcome can be computed by executing the sub-steps of the program in a way allowed by the language semantics.

We note that programs typically have an infinite number of outcomes, and computing all of these outcomes at compile time is clearly impossible. Abstract interpretation, like dataflow analysis, deals with this by defining a restricted, or abstract, domain for the analysis to operate on. In our dataflow analysis constant propagation example above, values of variables could be either $\top$, $\bot$, or a constant value. An abstract interpretation designed for performing constant propagation might have as its abstract domain $\mathcal{D}^\#$ the same elements, i.e., $\mathcal{D}^\# = \{\top, \bot, i \in \mathbb{Q}\}$. Thus, in the abstract domain the program would perform a mapping onto $\mathcal{D}^\#$ instead of $\mathcal{D}$.

It is incumbent on the designer of the abstract interpreter to provide a mapping $M$ from $\mathcal{D} \mapsto \mathcal{D}^\#$, and to prove certain properties of this mapping. For example, it is typically shown that given a binary operation $\oplus(v_1, v_1) \mapsto v_3$, $v_1, v_2, v_3 \in \mathcal{D}$, that the corresponding binary operation operating on the abstract domain gives a consistent result, i.e., $\oplus(v_1^\#, v_1^\#) \mapsto v_3^\#, v_1^\#, v_2^\#, v_3^\# \in \mathcal{D}^\#$, and if $M(v_1) \mapsto v_1^\#$, and if $M(v_2) \mapsto v_2^\#$, then it must be that $M(v_3) \mapsto v_3^\#$. Composition, associativity, commutativity, and other properties defined by the semantics $\mathcal{S}$ on $\mathcal{D}$ should also hold for the operations on $\mathcal{D}^\#$.

To perform the analysis, the statements of the program are interpreted over this abstract domain, and by showing that operations over the program state in $\mathcal{D}^\#$ lead to monotonically increasing values of the program state, it can be shown that the interpretation will reach a fixed point such that further interpretation does not change the program state. This final program state then is the result of the analysis.

A comparison of dataflow analyses and abstract interpretation Dataflow analysis and abstract interpretation have their relative strength and weaknesses. In practical terms, many commercial compilers (and open source compilers for Java, C and C++) contain built-in dataflow analysis frameworks that allow the analysis writer to only define the transfer functions and computation of IN (OUT) sets from the predecessors (successors) for forward (backward) dataflow analyses. This removes much of the complexity of implementing many dataflow analyses. Some analyses, such as liveness, which
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Determines if a value in a variable may be used later in the program execution, are more difficult to do with abstract interpretation.

At the same time, abstract interpretation makes the linkage between the semantics of the language being analyzed and the analysis semantics explicit. In particular, each value in the abstract semantics corresponds to a well-defined set of values that the actual program can take on. In dataflow analyses these relationships must be independently proven. Nevertheless, it is often felt that dataflow analyses are more intuitive, and consequently are more likely to be taught in introductory compiler courses. It has been shown [208, 221, 222] that dataflow analysis is equivalent to model checking using mu-modal calculus. Schmidt [208] makes the point that classic [data flow analyses] merely scratch the surface as to the forms of iterative static analysis one can perform – the combination of the abstract interpretation design space and the modal mu-calculus define the design space of iteratively static analyses.

2.3 DATA DEPENDENCE ANALYSIS

Consider the loop of Figure 2.5(a). A standard alias analysis would consider the b array to be a monolithic structure, and would conservatively consider the two accesses of b to touch the same memory location. A closer examination of the accesses, however, shows that b[2*i] is only writing the even elements of the array, and b[2*i-1] is only reading the odd elements of the array, and the same location is never touched twice. The goal of dependence analysis is to provide a more precise analysis than alias analysis that can detect when this happens. Moreover, when the same array element is accessed two or more times, dependence analysis will try and identify the order that the accesses may occur, and if possible to determine how many iterations of the loop nest there are between the two accesses. Because dependence analysis is conservative, it seeks to find those cases when it can be proven that a dependence does not exist between two references, and otherwise assumes that a dependence exists. Depending on the particular dependence analysis technique, it can sometimes prove the harder claim that a dependence really exists, but in general dependence analysis seeks to show when a dependence cannot exist rather than when it must.

There are four kinds of data dependence, three of which are commonly considered in loop parallelization. A flow or true dependence exists when a value is written to an array element, and then read from that element at a later time. An anti dependence exists when a value is read from an array element, and then written to that element at a later time. An output dependence exists when a value is written to an array element, and then overwritten with a different value at a later time. The fourth type of dependence is the input dependence which occurs across writes. This is not really a dependence since reordering the reads will not cause problems\(^1\). Input dependences are sometimes used with attempting to analyze data reuse [85, 139]. In practice, compilers will conservatively assume that a dependence exists regardless of whether a value different than what is already in the array.

\(^1\)This statement may not be true for multi-threaded programs, but the current discussion concerns single-threaded programs. The multi-threaded case will be discussed in Section 2.6.
Dependence analyses implicitly treat both a $D_\lambda$ deep loop nest and a $D_A$ dimensional array as a $D_\lambda$ dimensional Cartesian space in the integers. Figure 2.5(b) shows a pair of references in a doubly nested loop. The iteration space diagram (ISD) in Figure 2.5(c) shows the Cartesian space that describes the iteration space of the loop and illustrates the dependence structure of the program at run time. Imposed on this Cartesian space are edges that relate points in the iteration space that access the same element of an array. In the iteration space diagram (ISD) of Figure 2.5(c) we see

(a) A loop with no data dependences.

(b) A loop with a dependence on the references to the $c$ and $d$ array.

(c) An iteration space diagram (ISD) for the loop of (a). Dashed edges correspond to the dependence on $c$, and thicker edges correspond to the dependence on $d$.

(d) The dependence graph for the loop of (a). Dashed and thicker edges correspond to the same edges in the ISD of (a).

Figure 2.5: An example of a loop with multiple dependences.
the edges corresponding to the accesses to the references to the \( c \) array in \( S_1 \) and \( S_2 \). For example, when \( i_1 = 4, i_2 = 3 \), element \( c[8, 3] \) is written, and when \( i_1 = 5, i_2 = 2 \) element \( c[8, 3] \) is read. That the same element is accessed, and the access is a write, creates a dependence on the \( c \) array between iterations \( i_1 = 4, i_2 = 3 \) and \( i_1 = 5, i_2 = 2 \). The dependence edge from \( i_1 = 4, i_2 = 3 \) to \( i_1 = 5, i_2 = 2 \) in the ISD represents this graphically, with the darkened nodes being those involved in the dependence just described. Additional edges on the graph are shown corresponding to the other points in the iteration space on which dependences exist. Note that for accesses on the \( d \) array the accesses that read and write the same element of the array are always in the same element, and so edges representing these are from an iteration to that iteration. We note that in the literature ISDs are sometimes shown with a node for each statement or reference in each iteration.

In Figure 2.5(d), we see the dependence graph for the loop nest of Figure 2.5(b). Nodes in the graph represent statements in the loop nest, and edges represent dependences. Edges are often labeled with the kind of dependence, in this case with \( \delta_f \) to represent the flow dependence on \( c \) from \( S_1 \) to \( S_2 \) with a distance of \((1, -1)\), and \( \delta_a \) to represent the anti-dependence on \( d \) with a distance of \((0, 0)\).

As seen in the ISD of our example, dependences always go forward in the execution of a program. A flow dependence represents a write to an array element followed by a read. An anti dependence represents a read to an array element followed by a write, and similarly for output and input dependences. Thus, the dependence is always from an earlier event to a later event. If the dependence is across iterations, then this means that the dependence moves forward in the iteration space as shown in the ISD. If the dependence is within an iteration, as is the dependence on \( d \) in Figure 2.5(b), then the dependence must be from an access that occurs earlier in the iteration to one that occurs later. Thus, for \( d \), the read of \( d[i_1, i_2] \) occurs before the write of \( d[i_1, i_2] \), and therefore the dependence is an anti-dependence. This ordering is crucial because in part it is what allows the compiler to distinguish between a true dependence, and an anti dependence that it might be able to eliminate via code transformations.

When drawing dependences on an ISD or other diagram, the tail is always at the first action in the dependence, and the head at the second. The tail action is referred to as the source of the dependence, and the head action as the sink of the dependence. Thus, for a flow dependence the source is always a write and the sink is always a read, and for an anti-dependence the source is always a read and the sink is always a write.

The direction of a dependence tells how the iterations at the source and sink are related to one another. The direction is represented as a vector \( \Gamma \), with \( \Gamma[d] \), \( 1 \leq d \leq D \) containing the relationship between iterations at the source and sink (tail and head) of the dependence edge for the loop at nest level \( d \) in the loop nest containing the dependence. Let \( i_d \) be the value of the loop index variable \( i \) for the \( d \)th loop in the loop nest for the dependence source, and \( i'_d \) be the value of the loop index variable for the dependence sink. The distance of the dependence is \((i'_d - i_d)\), and the direction is the sign of the distance, i.e., \( \text{sign}(i'_d - i_d) \). Thus, if the source is at an earlier iteration that the sink, the dependence direction vector element for loop \( i_d \) will be 1. It is possible for the direction to be
positive, negative, or some combination of these, thus the direction for a loop \( i_d \) is represented as a set whose elements are any member of the power set of \( \{1, 0, -1\} \), and the direction for the entire loop nest is a vector of these sets.

Since dependences must move forward in the iteration space of the loop, the question arises as to how the dependence distance and direction for some loops can represent a negative distance. Looking again at the loop of Figure 2.5, we see that the distance of the flow dependence on the read and write of \( c \) is positive on the \( i_1 \) loop, and negative on the \( i_2 \) loop. Thus, the dependence vector is \( \Gamma = \{\{1\}, \{-1\}\} \). The reader can enumerate the iterations accessing the various elements of \( c \) on the read and write, and compare the \( i_1 \) and \( i_2 \) values when the same elements are read and written. The first non-zero element of a distance vector must be positive, and therefore the first non-zero element of the direction vector be lexicographically greater than \( \{0\} \).

We note that sometimes a different notation for direction is used. In this notation, “<” is substituted for “1”, “>” is substituted for “−1”, and “=” is substituted for “0”. The direction \( \{<, =, >\} \) is sometimes represented as “*” in the literature. The advantage of this notation is that it lexically shows the relationship of the source and sink iterations (i.e., \( i_d < i_d' \) for a positive distance), while the advantage of the 0, 1, −1 notation is that it represents the direction in a mathematically amenable notation.

A dependence for which the distance is non-zero, i.e., the direction contains a −1 or 1, is called a loop carried dependence because data is carried across iterations of the loop.

Logically, dependence testing has two phases. In the first phase, the variable references to be tested are determined, and then, in the second phase, the test for dependence is done. The dependence test driver determines pairs of references to be tested, and the direction vector under which they will be tested. It then calls a dependence test to actually perform the test.

### 2.3.1 DETERMINING REFERENCES TO TEST FOR DEPENDENCE

The dependence test driver operates over all pairs of accesses within some selected loop \( i \), where \( i \) is typically the outermost loop in a loop nest that is being analyzed. The driver then examines all references which may access the same storage. Two references are considered to possibly access the same storage if (i) the references are to the same declared array, or (ii) the references are may or must aliased to the same array.

First, the relative base addresses, i.e., the relationship between the lowest elements of the array that can be accessed by each referenced array, is determined. In the easier (and common) case of references that are both to the same declared array, the base addresses must be the same. In the case of references that are possibly aliased to the same array, the situation may be more difficult, as shown in Figure 2.6. In the example, statements \( S3, S4 \) and \( S5 \) all pass the array \( z \) as arguments for the formal parameters \( a \) and \( b \) in the function \( \text{leftShiftBtoA} \). In the case of the first call at \( S3 \), the statement at \( S1 \) essentially performs the operation

\[
a[i] = a[i + 2]
\]
for the iteration space from 0–999, and there exists an anti-dependence of distance “2” from \( b[i+2] \) to \( a[i] \). In the case of the second call at \( S4 \), the statement at \( S1 \) essentially performs the operation

\[
a[i] = a[i - 1]
\]

for the iteration space from 0–999, and there exists a flow dependence of distance 1 from \( a[i] \) to \( b[i+1] \). In the case of the third call at \( S5 \), the statement at \( S1 \) essentially performs the operation

\[
a[i] = a[i + 500]
\]

for the iteration space from 0–499, the regions accessed by the left-hand reference and the right-hand reference do not overlap, and there is no dependence.

```c
void leftShiftBtoA(double a[n], double b[n], int n) {
    for (i = 0; i < n; i++) {
        a[i] = b[i + 1];
    }
}
```

```c
... void foo(...) {
    double z[1000];
    leftShiftBtoA(z[0], z[1], 1000);
    leftShiftBtoA(z[0], z[-2], 1000);
    leftShiftBtoA(z[0], z[499], 500);
    ...}
```

**Figure 2.6:** An example of issues raised in dependence analysis by aliased arrays. Different parameter values for \( a, b \) and \( n \) in function \( \text{leftShiftBtoA} \) lead to different types of dependence.

A compiler, when confronted by aliased references with non-equal base addresses, can either conservatively assume that flow and anti dependences exist between every pair of read and write references to the aliased arrays, and that an output dependence exists between every pair of write references, or the compiler can attempt to incorporate the offsets of the bases into the dependence equation. In the former case the dependence is assumed to exist over all possible valid directions, and in the latter case the test can proceed as normal with an extra offset term to augment the offset information provided by the subscript expression.

In the simpler case of common base addresses, or after an offset has been determined for the more complicated case of different base addresses for the array, the dependence tester needs to be called with different direction vectors to determine under what conditions the dependence exists. Given that there are \( O(3^n) \) combinations of direction vectors to test under for an \( n \) deep loop nest, it is desirable that these tests be performed in a systematic way. In [39] a hierarchy of calls to the dependence testing routine under different direction vectors that allowed the search space to be
systematically trimmed was proposed. Figure 2.7 illustrates this for a two deep loop nest. The test is first called on the subscripts with a direction of \((\ast, \ast)\) (i.e., any direction). If a dependence is possible under these directions, the test is called for the three directions at the next level \(((<, \ast), (=, \ast)\) and \((>, \ast))\). Again, for any of the directions for which a dependence might still exist, the test is called for the next level of directions, as shown in the Figure 2.7. The observant reader will notice that the test on directions with a leading “>” direction, or with an “(=, >)” appear illegal because the dependence must move forward in the iteration space. If the test is performed with a source of \(S_i\) and a sink of \(S_j\), the existence of a dependence with these directions implies a dependence from \(S_j\) to \(S_i\) with “>” directions being changed to “<”, and “<” directions being changed to “>”, yielding a dependence and direction that moves forward in the iteration space. This allows for a simultaneous testing of anti and flow dependences, and of output dependences with either statement being the source or sink.

We note at this time that the selection of references to test is typically done in a flow insensitive manner. That is, information about flow of control between the references is typically not used to determine if a dependence exists. Instead, all possibly aliased array references within the loop nest being analyzed are tested. There has been work in the field of software engineering to use control information in conjunction with dependence information to better understand the part of a program that is responsible for a the current value of a variable (i.e., the slice \([241]\) for the variable) \([212]\), but this topic is beyond the scope of this lecture.

![Figure 2.7: The hierarchy and order of testing on different direction vectors.](image)

### 2.3.2 TESTING FOR DEPENDENCE

The test for dependence takes as input four items, listed below along with an example of each item from Figure 2.8.

1. The subscript expressions for the two references being tested, e.g.,

   \[
   \sigma_1(I) = a_1 \ast i_1 + a_2 \ast i_2 + a_3 \ast i_3 + a_4 \ast i_4 + a_0 \\
   \sigma_2(I') = b_1 \ast i_1' + b_2 \ast i_2' + b_5 \ast i_5' + b_0
   \]

   where the \(a\)s and \(b\)s represent loop invariant values. The subscripts are assumed to be linear functions in several dimensions, i.e., affine functions;
2. the bounds for each loop index $i_d$ in the common loop nest surrounding the references (if not available the maximum allowed value (e.g., MAXINT) for the bounds can be used), e.g.,

$$L_I = [L_{i_1}, L_{i_2}, L_{i_3}, L_{i_4}, L_{i_5}],$$

$$U_I = [U_{i_1}, U_{i_2}, U_{i_3}, U_{i_4}, U_{i_5}];$$

3. a direction for each variables in the loop nest(s) surrounding the loop, (e.g., $\Gamma = [\gamma_1, \gamma_2, \gamma_3, *, *, *]$); and

4. the non-common loops (denoted by $i_s$) surrounding each reference, e.g., $i_s = [i_3, i_4], i'_s = [i_5]$.

The dependence tester now needs to answer the question:

Given subscript functions $\sigma_1(I), \sigma_2(I')$ on the index variables $I$ and $I'$ of the loops surrounding each reference, does an integer solution exist for the equation $\sigma_1(I) = \sigma_2(I')$ (the references access the same elements of the array) subject to the constraints that:

1. $\forall i_d, 1 \leq d \leq D$ in the D-deep common loop nest $i_d \land i' = \text{true}, 1 \leq d \leq D$ (i.e., the direction vector is satisfied by the solution);

2. $L_{i_d} \leq i_d \leq U_{i_d}, 1 \leq d \leq D$ (i.e., the solution is within the loop iteration space); and

3. $lb_d \leq i_d \leq ub_d, i_d \in i_s$ and $L_{i_d} \leq i'_d \leq U_{i_d}, i'_d \in i'_s$ (i.e., the solution for the non-common loop indices is within the loop iteration space of the non-common loops).

```latex
for (i_1 = lb_1; i_1 < ub_1; i_1 ++) {
  for (i_2 = lb_2; i_2 < ub_2; i_2 ++) {
    for (i_3 = lb_3; i_3 < ub_3; i_3 ++) {
      for (i_4 = lb_4; i_4 < ub_4; i_4 ++) {
        S1   z[a_1 * i_1 + a_2 * i_2 + a_3 * i_3 + a_4 * i_4 + a_0] = ...;
        } S2   z[b_1 * i_1 + b_2 * i_2 + b_3 * i_4 + b_0] = ...;
      } for (i_5 = 1; i_5 < ub_5; i_5 ++) {
    } for (i_5 = 1; i_5 < ub_5; i_5 ++) {
}
}
```

**Figure 2.8:** An example of references with non-common loops (those with italicized *for* s) in their surrounding loop nests.
The first part of this question is answered using the *gcd test*. In the gcd test, the Diophantine equation for the subscripts is formed:

\[
bn - am = a_1 \cdot i_1 - b_1 \cdot i'_1 + a_2 \cdot i_2 - b_2 \cdot i'_2 + \ldots +
\]
\[
a_D \cdot i_D - b_D \cdot i'_D + a_{D+1} \cdot i_{D+1} + \ldots +
\]
\[
a_n \cdot i_n + b_{n+1} \cdot i'_{n+1} + b_{n+2} \cdot i'_{n+2} + \ldots + b_m \cdot i'_m.
\]

A well-known result in number theory says that a Diophantine equation has a solution if and only if the gcd of the coefficients evenly divides the constant right-hand side, i.e., that there is a solution only if

\[
0 = b_0 - a_0 \mod \gcd(a_1, a_2, \ldots, a_n, b_1, b_2, \ldots, b_D, b_{n+1}, b_{n+2}, \ldots, b_m).
\]

That this is true can be shown using the simpler equation

\[
a_0 = a_1 \cdot i_1 + a_2 \cdot i_2 + \ldots + a_n \cdot i_n
\]

and observing that if

\[
g = \gcd(a_1, a_2, \ldots, a_n)
\]

then

\[
g \cdot a_0 = g \cdot (a_1' \cdot i_1 + a_2' \cdot i_2 + \ldots + a_n' \cdot i_n)
\]

and therefore, if the gcd of the coefficients does not evenly divide the constant term, there can be no solution, because if the right and left-hand side are equal they must have the same divisors.

If there are multiple subscript expressions, as in the case of multi-dimensional arrays, then there are three possible approaches. First, the equations for each dimension can be formulated and solved independently. If any equation does not have a solution, dependence is disproved. Second, the subscripts expressions can be combined by linearizing them. These subscript expressions are combined in essentially the same way as they are combined by a compiler generating code for a multi-dimensional array access. These new subscript expressions are then equivalenced and the resulting equation is checked for a solution. Third, the *extended gcd test* can be used, with the equations for all of the dimensions being solved simultaneously. This is discussed in more detail in Chapter 7.

Unfortunately, coefficients of index variables are often 1, and thus the gcd is often 1. Thus, it is essential to determine if the solution to the Diophantine equation is within the loop bounds and consistent with the direction vector. A precise answer to whether the solution fits these constraints requires linear programming, which has exponential complexity. This has motivated the development of various heuristics. Banerjee’s inequalities were the earliest such heuristic. They attempt to find an upper and lower bound on the right-hand side of the equation. Consider a term \(a \cdot i - b \cdot i'\) in the right-hand side. If the direction vector is 1, then \(i < i'\), and thus the lower bound of the term (assuming \(a, b\) positive) is \(a \cdot lb - b \cdot ubi\). Similar expressions can be derived for the case
of $a > 0$, $b < 0$; $a < 0$, $b > 0$, and $a < 0$, $b < 0$. From these the minimum (L) and maximum (U) values of the dependence equation can be found, and by the mean value theorem, if $L \leq b_0 - a_0 \leq U$, the equation is assumed to have a solution in the iteration space, and a dependence is assumed to exist. If it is not the case that $L \leq b_0 - a_0 \leq U$ then dependence has been disproved. We note that in rectangular loop nests (i.e., nests in which the upper and lower bounds of all loops are constants within the iteration space) with known loop bounds, this test is precise [22].

A tighter bound can be found by using the Power Test [252]. When solving a set of Diophantine equations using the extended gcd test the solutions for each index variable can be expressed in terms of parametric equations and parametric variables $t$. Thus, it may be that $i_1 = t_2 + 1$ and $i_1' = t_2$. If $i_1 < i_1'$, because of the direction vector under which the test is applied, then it must be that $t_2 + 1 < t_2$. If $i_1' > 0$, then $t_2 > 0$, and $t_2 + 1 > t_2$, thus the solution to the system of equations is inconsistent with the direction vector, and the solution is inconsistent. Fourier–Motzkin elimination gives a systematic way of finding these inconsistencies. The Power Test can be exponential in the number of index variables (i.e., depth of the loop), but provides faster solutions than other techniques [119, 134] that utilize Fourier–Motzkin elimination to prove independence. When originally developed it was too slow for general use, but with modern machines can be applied to those references that may be dependent after applying Banerjee’s inequalities. The Power Test is exact for loops whose bounds are affine functions of outer loop indices, and in which all constants in the dependence equations and loop bounds are known.

The Omega test [184] is a powerful technique that uses an extension of Fourier–Motzkin Elimination to determine if a solution exists to a dependence equation. The Omega test is exponential in the number of index variables. The Omega tests can solve for solutions in some non-linear dependence equations. Of particular importance are those that arise from index expressions of the form $c \cdot i + n$, where the value of $n$ is unknown at compile time. This is done by adding the variable in the index expressions with an unknown value into the system to be solved as a new variable. As well, equations involving integer division and integer remainder operations can be handled. This is done by adding $n$ as another variable to the system being solved. In [181, 182] it is claimed that in all situations where other dependence tests based on Fourier–Motzkin elimination and simpler analyses are accurate, the Omega test is sufficiently fast, especially when a careful implementation is done.

Using hybrid analysis, described in [202], conditions that lead to dependence not being disproved are identified, and tested at run time. Consider the pair of references $a[i]$ and $a[i + N]$. If $N = 0$ then no loop carried dependence exists, i.e., no dependence that crosses iterations of a loop. If $N > 0$ the dependence source is $a[i]$ and its sink is $a[i + N]$. Depending on the lexical relation of the references in the program, it might be possible to place a test at run time to evaluate the value of $N$, and if $N = 0$, the loop could be run in parallel, and if $N > 0$ or $N < 0$ then it might be possible to apply loop fission to the loop (see Section 5.3) and then parallelize the loop.
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2.3.3 ARRAYS OF ARRAYS AND DEPENDENCE ANALYSIS

Some languages, most prominently Java, represent all multi-dimensional arrays as “arrays of arrays”. Thus, in Java, an \( m \times n \) two-dimensional array consists of a one-dimensional array with \( m \) elements that are pointers to arrays (the pointer array), and \( r \leq n \) one-dimensional arrays representing the rows of the array, as shown in Figure 2.9. There are numerous problems associated with analyzing such arrays [155, 159], but we will only consider those raised by dependence analysis.

As shown in Figure 2.9, it is possible for a row array to be addressed by multiple elements in the pointer array. As a consequence, of this, showing that two references never access an element with the same coordinates is insufficient to show that they are independent. Thus, while the subscript expressions of the reads and writes of \( a \) never have the same values, there is still a flow dependence with distance zero on the \( i \) loop.

\[
\text{for } (i = 0; i < n; i++)\nn[2 * i] = n[2 * i - 1];
\]

(a) A Java array-of-arrays.

(b) The code used to create the array of (a).

Figure 2.9: An example of a Java array of arrays.

2.4 CONTROL DEPENDENCE

When a compiler transforms a program such that the order, kind of operation, or the conditions under which an operation is executed change, it must ensure that the output of the program is as if

1. the inputs to the operation are unchanged;
2. that the outputs of the moved operation do not change the input to other dependent operations;
3. that the operation is always performed at run time when it might have been performed during the original program; and
4. that the operation is never performed at run time when it would not have been performed during the original program.

The first two conditions are determined by the data dependence structure of the program. The final two constraints are determined by the control dependence [62, 75] structure of the program. If a control
dependence exists from a source statement $S_{so}$ to a sink statement $S_{si}$, then whether or not some instances of $S_{si}$ execute is dependent on the outcome of $S_{so}$.

Consider the program and CFG of Figures 2.10(a) and (b). In Section 1.3.3 we discussed the concepts of dominance and dominance frontier, and how they relate to finding join points in a program. Determining control dependences solves a related problem. The statements in some block $b_{si}$ are control dependent on the last statement in a block $b_{so}$ if the block $b_{so}$ causes a fork rather than a join in the CFG, and which path is taken at the fork determines if some instance of $b_{si}$ is executed. It is precisely these forks that constitute the sources of control dependences.

There are two well-known ways of finding control dependences. The first is from [75], and there the following condition is given for control-dependence to exist between two nodes $N_{so}$ and $N_{si}$ in the forward CFG. $N_{si}$ is control dependent on $N_{so}$ if:

1. there is a path from $N_{so}$ to $N_{si}$ such that additional node(s) $N$ on the path must be post-dominated by $N_{si}$;
2. $N_{so}$ is not post-dominated by $N_{si}$.

Intuitively, $N_{si}$ is control dependence on $N_{so}$ if all nodes on the path between $N_{so}$ and $N_{si}$ can reach $N_{si}$ (the first condition), but $N_{si}$ doesn't have to (the second condition), and all other nodes $N$ between $N_{so}$ and $N_{si}$ on the path from $N_{so}$ to $N_{si}$ must pass through $N_{si}$ to reach the exit of the CFG (the second condition).

Another technique, related to dominance frontiers, is given in [62]. If the reverse CFG is formed (shown in Figure 2.10(c)), i.e., a CFG where every edge $b_{j} \rightarrow b_{i}$ is replaced with an edge $b_{i} \rightarrow b_{j}$, then forks in the graph become joins, and the joins become forks. Thus, by finding the dominance frontier of a block $b_{si}$ in the reverse CFG, the fork points nearest to $b_{si}$ in the regular CFG are located, and hence the sources $b_{so}$ of all control dependences $\delta^c(b_{so}, b_{si})$ involving $b_{si}$. Figure 2.10(d) shows the control dependence in the program.

The program dependence graph [75] displays both the data and control dependences found in a program. By showing only the dependence edges, all edges not ordered by a dependence edge can be executed in parallel. The PDG for the program of Figure 2.10(a) can be found in Figure 2.11.

Control dependences can be essentially converted to data dependences [7], allowing a common framework to be used. Figure 2.12 shows a for loop with an if statement. The technique first converts the if to an assignment into a vector of bits, and then tests the appropriate bit before executing each statement that is under the if. Dependence testing will reveal the appropriate orderings that must be enforced, and can provide information about the iteration for the control dependence source.

### 2.5 USE-DEF CHAINS AND DEPENDENCE

The dependence test described above is typically applied to references that have at least one loop in common in their enclosing loop nests. It is often useful to determine the sources of read values on
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\[ S_1 \ a[n] = b[n] + c[n] \]
\[ S_2 \ \text{for}(i = 0; \ i < n; \ i++)\{ \]
\[ S_3 \ \text{b}[i] = \ldots \]
\[ S_4 \ \text{if}(i - 2 < 0) \]
\[ S_5 \ \text{b}[i - 1] = a[i] + c; \]
\[ \text{else} \]
\[ S_6 \ \text{a}[i] = a[i] + b[i - 2]; \]
\[ S_7 \} \]

(a) A program.

(b) The control flow graph (CFG) for the program of (a).

(c) The reverse control flow graph for the program of (a).

(d) The control dependences in the program.

Figure 2.10: Example of a control dependencies.
2.5. USE-DEF CHAINS AND DEPENDENCE

Figure 2.11: The program dependence graph (PDG) for the program of Figure 2.10(a), where solid edges represent data dependences and dashed edges represent control dependences.

```c
for (i = 0; i < n; i++) {
    if (a[i] > 0)
        a[i] = a[i + 1] * a[i];
    b[i] = b[i + 1];
}
```

Figure 2.12: An example of converting control to data dependences.

Scalars and on array elements when there is no common loop nest, such as is shown in Figure 2.13. Whether the references access the same array elements can be determined by applying the gcd test to the subscripts. Since the reference in S1 will execute first, we know that the dependence source is S1 and the sink is S2. Since there are no common enclosing loops, the direction and distance vectors have no elements.

```c
for (i = 0; i < n; i++) {
    S1
        a[i] = ...;
    }
for (i = 0; i < n; i++) {
    S2
        ... = a[i + 2] = ...;
    }
```

Figure 2.13: Array accesses without a common loop nest.
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2.6 DEPENDENCE ANALYSIS IN PARALLEL PROGRAMS

An analysis analogous to dependence analysis can be applied to identify orderings in multithreaded programs that must be honored by both hardware and compiler transformations. This analysis is necessary when the program being analyzed is already parallel. Before considering the case of dependence analysis in parallel programs we will revisit what it means for there to be a dependence in a sequential program.

\[
\text{for } (i = 0; i < n; i++) \{
    S_1 \quad a[i] = \ldots
    S_2 \quad \ldots = a[i - 1]
\}
\]

(a) A loop with a flow dependence from $S_1$ to $S_2$.

In Figure 2.14(a) a sequential program with a loop containing a loop carried dependence (a flow dependence from $S_1$ to $S_1$ with a distance of 1) is shown. Let us consider an alternative way of viewing this dependence by building a conflict graph. In the conflict graph, nodes will be statements or references, and edges will represent either (i) orders implied by the program semantics (program edges) or (ii) a pair of accesses to the same memory location, where at least one is a write (conflict edges). A conflict graph for the loop body of Figure 2.14(a) is shown in Figure 2.14(b), and the program edge is shown as a solid line and the conflict edge as a dashed line.

Figure 2.14: An example of viewing a dependence as an edge in a conflict graph.

Now consider the execution order of the references at each end of the conflict. If the reference that executes first is the reference that would have executed first if all program edges were honored (as seen in the orientation of the conflict edge in Figure 2.14(c)) then the value read by the reference

(b) A conflict graph for the loop of (a).

(c) The conflict graph of (b) showing an orientation of the conflict that gives a legal execution of the program.

(d) The conflict graph of (b) showing an orientation of the conflict that gives an illegal execution of the program.
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to \( a \) in \( S_2 \) will be the value written earlier by a write to \( a \) in \( S_1 \), and the execution of the loop would be correct. If, however, the read of \( S_2 \) executed before the write in \( S_1 \) for one or more conflicting accesses of \( a \), the orientation of those conflict edges would be as shown in Figure 2.14(d), and the outcome of the loop execution would be incorrect. That this is the case can be seen by observing that there is a cycle in the conflict graph of Figure 2.14(d), the cycle involves both program and conflict edges, and because there is this cycle the orientation of the conflict edges is inconsistent with the order of accesses implied by the program edges. It is the inconsistency that leads to an error in the execution.

Dependence analysis is looking for similar inconsistencies in a different way. The gcd test shows that there is a conflict between two references, since two references can access the same memory location. Testing under the sign determines if the possible source reference can access the memory location before the possible sink reference, a dependence exists, and the cycle corresponding to this dependence can be found by orienting the conflict edge to run from the sink to the source of the dependence.

```c
X = Y = 0;
cobegin
  X = 1;
  Y = 1;
  //
  z = Y;
  w = X;
end cobegin
```

(a) An explicitly parallel program.

![Dependences (dark solid lines) in an explicitly parallel program. Enforcing the dependences allows only sequentially consistent executions, and disallows the outcome “\( v = 1, w = 0 \)”.](image)

Figure 2.15: An example of an explicitly parallel scalar program.

Testing for dependence in explicitly parallel programs requires looking for similar inconsistencies between possible conflict edge orientations and orders implied by the parallel program semantics. We now discuss how this is done, using the results of Shasha and Snir [209].

Figure 2.15(a) shows a fragment of an explicitly parallel program, and Figure 2.15(b) shows the conflict graph for that program. The `cobegin` construct defines different threads, with each thread being the code that is delimited by the `cobegin` statement and the “//” markers. The conflict graph for the parallel program has solid lines that indicate program orders, i.e., orders that are defined by the program execution order (in this case, for a sequentially consistent program execution order).
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\[ a[1 : n] = 0; \]
\[ \text{parfor}(i = 1; i < n; i ++) \{ \]
\[ a[i] = b[i - 2]; \]
\[ b[i] = a[i - 3]; \]
\[ \} \]

(a) An explicitly parallel program with arrays that are shared across threads.

(b) The conflict graph for the program of (a) showing program edges (solid light lines), conflicts (dashed lines) and dependences resulting from inter-thread analysis (bold solid lines). Numbers in the circles indicate the order that edges can be followed to form a cycle.

Figure 2.16: An example of an explicitly parallel program with arrays.

and dashed lines that indicate conflicts among accesses in the different threads. As mentioned above, a conflict can be conservatively defined as two accesses to the same storage location, at least one of which is a write. The more precise definition adds the proviso that the order that the accesses occur in can be determined by examining the state of the program, which in practice means that writes place a different value into the storage location than what was already there.

Some execution orderings of accesses at the endpoints of conflict edges can lead to program outcomes that are inconsistent with those that are possible if the program orders are followed. These orders are exactly those orders that lead to cycles in the conflict graph. Thus, in Figure 2.15(a), if \( z = Y \) executes after \( Y = 1 \) its value will be 1. Because of the program edge from \( X = 1 \) to \( Y = 1 \), if \( z = Y \) executes after \( Y = 1 \) it should also execute after \( X = 1 \). And because of the program edge from \( z = Y \) to \( w = X \), \( w = X \) should execute after \( z = Y \), and transitively should execute after \( X = 1 \). Therefore, if \( z \) has the value of 1 then \( w \) should also have the value of 1. If \( w \) has a value of 0, it implies that somehow \( w = X \) executed before \( X = 1 \) in the same execution that \( z = Y \) executed after \( Y = 1 \). Tracing the corresponding conflict orientations on the conflict graph yields a cycle.

An important result of [209] is that enforcing all program edges involved in these cycles will prevent the invalid orientations from occurring at run time, and will prevent invalid executions.
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Thus, the program edges involved in cycles can be thought of as dependences in the explicitly parallel program.

\[ X = Y = 0; \]
\[ \text{cobegin} \]
\[ X = 1; \]
\[ Y = 1; \]
\[ // \]
\[ z = Y; \]
\[ w = X; \]
\[ // \]
\[ ... = z; \]
\[ ... = w; \]
\[ \text{end cobegin} \]

(a) A program whose conflict graph has minimal and non-minimal mixed cycles.

(b) A conflict graph with a minimal and non-minimal mixed cycles.

**Figure 2.17:** An example of a conflict graph with a minimal cycle involving the nodes \( X = 1, Y = 1, z = Y, \) and \( w = X; \) and a non-minimal cycle involving the same nodes as well as \( ... = z \) and \( ... = w. \)

In [209], Shasha and Snir prove that dependences in parallel programs can be identified by identifying all of the *minimal mixed cycles* in a conflict graph for the program, and marking all program edges in these graphs as dependences. A mixed cycle is a cycle that contains both conflict and program edges. This is necessary because a cycle without conflict edges does not capture the state resulting from reads and writes occurring out of order, and a cycle without program edges does not expose an inconsistency with respect to the ordering semantics of the program. A minimal cycle is one that contains no smaller mixed cycle that spans two or more threads. An example of a minimal mixed cycle, and a non-minimal mixed cycle are shown in Figure 2.17(b). This edges of the minimal mixed cycle are shown bold and dark, and the additional edges in the non-minimal cycle (involving nodes \( "... = z" \) and \( "... = w" \) are shown in grey.

When a compiler analyzes the threads (and functions in a thread) independently of other functions and threads, alias analysis will show that \( X \) and \( Y \) in the program access separate storage and are independent, and therefore in an analysis that assumes that the program is sequential they may be re-ordered by either the hardware or the compiler. Either reordering the writes or the reads of \( X \) and \( Y \) will lead to the disallowed execution.

**Figure 2.16(b)** shows the conflict graph for the program of Figure 2.16(a). This program fragment contains a parallel `parfor` loop that has cross iteration conflicts. Again, the bold edges are involved in a cycle, and again this cycle indicates that an execution that is not consistent with the program orders can result if program edges involved in the cycle are not enforced. Conflicts can be detected by applying a dependence test with a direction vector of \( "*" \) elements to potentially conflicting references.
In [209] it is argued, but not proven, that a polynomial number of such cycles exist. It is shown, however, in [128] that finding the cycles is exponential in the number of threads, which makes this algorithm extremely expensive for compilers. Yelick and Krishnamurthy show in [128] that for SPMD programs the number of threads can be modeled with two threads, without loss of precision (compared to doing the analysis on a conflict graph from [209]), and leads to an $O(|T|^2)$ solution, where $|T|$ is the number of threads. In Figure 2.19 an example of how SPMD programs can be handled is shown. In the graph the program of 2.16 each iteration is potentially a thread, and therefore up to $n$ threads might need to be represented on a conflict graph as defined in [209]. Yelick and Krishnamurthy "roll" all of these threads into a left and a right pair of threads. Each conflicting pair of nodes $(v_p, v_q)$ leads to conflicts between the corresponding $v_p$ in the left (right) thread, and $v_q$ in the right (left) thread. All program edges in the original conflict graph are placed on the right thread of this graph.

To find a program edge that is in a critical cycle, i.e., a program edge that must be enforced, the algorithm selects a pair of nodes $(v_p, v_q)$ from the left side. It then attempts to find a path involving both conflict and program edges from $v_p$ to $v_q$. If such a path exists, the edge $(v_q, v_p)$ must be honored. Thus, the ordering from "a=" to "=b" must be honored because there is a path from "b=" in the left thread through the nodes "b=", "=a", "a=" in the right thread, and then to "a=" in the left thread.

In Figure 2.19(c), the same program as shown in Figure 2.19(c) is given, except now the references to the a and b arrays are subscripted. As can be seen from the graph of Figure 2.19(d) no cycles exist, but because the methods of both Shasha and Snir and Yelick ignore subscripts, both will still find a cycle. The algorithm of Midkiff [152] partially overcomes this limitation by finding cycles in parallel loops with constant distance dependences. The paper makes the observation that an edge on a conflict with a distance $k$ moves from an iteration $i$ to an iteration $i \pm k$, depending on which direction in the iteration space (towards higher or lower iterations) the edge is traversed. By using Kirchoff’s laws of flows, the relative number of edges that can be traversed through the graph can be computed, and from this and the edge distances a linear programming problem can be solved that says whether it is possible to travel from an iteration back to that iteration on the conflict edges, and therefore whether or not a cycle exists.

Figure 2.18 shows an example of this (note that for clarity transitive program edges are not shown). Each mixed cycle in the graph is enumerated, and considered in turn. For example, with the cycle $b[i_3] \rightarrow b[j_4] \rightarrow b[i_1] \rightarrow b[i_2] \rightarrow b[j_3]$, the set of constraints shown in Figure 2.18(c) is formed. Each program edge contains a relationship between the index variable values at the head and tail of the program edge, and these are added to the system. Each conflict edge is also labeled with a relationship between the index variable values at the tail and head of the edge, thus for the edge $(b[j_4], b[i_4])$ the relationship is $i_4 = j_4$. For clarity, this labeling has only been shown on the very bottom conflict edges ($(b[j_4], b[i_4])$ and $(b[i_4], b[j_4])$). Finally, each edge is labeled with a value $e_i$. This represents the number of times this edge can be traversed, and the constraints on each $e_i$ are determined by Kirchoff’s Laws of Flow. Thus, in our example, the sum of the number of times edges
(a) The explicitly parallel program of Figure 2.19(b).

(b) A graph used to perform a subscript aware analysis to find critical cycles.

(c) The system of equations that arises from determining if there is a cycle $b[i_{13}] \rightarrow b[j_{4}] \rightarrow b[j_{1}] \rightarrow b[i_{2}] \rightarrow b[j_{3}]$.

Figure 2.18: An example of using SPMD program graphs to analyze explicitly parallel programs with SPMD parallelism. Dashed lines indicate conflicts, solid lines program flow.
parfor (i = 0; i < n; i++) {
  ... = a
  a = ...
  ... = b
  b = ...
}

(a) An explicitly parallel program.

parfor (i = 0; i < n; i++) {
  ... = a[i]
  a[i] = ...
  ... = b[i]
  b[i] = ...
}

(c) An explicitly parallel program with subscripted references.

Figure 2.19: An example of using SPMD program graphs to analyze explicitly parallel programs with SPMD parallelism. Dashed lines indicate conflicts, solid lines program flow.
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$e_{11}$ and $e_5$ are traversed cannot be more than the number of times node $a_{[j]}$ is entered, thus we know that both $e_{11} + e_5 < e_4$ and $e_{11}, e_5 \leq e_4$. Moreover, it is known that every edge is traversed at least 0 times, i.e., $e_p \geq 0$, and that edges in the tested cycle must be traversed at least once, and so all $e > 1$ for these edges. Combining these constraints involving the edges in this example yields the set of equations of Figure 2.18(c). A linear programming solver can be used to see if a solution exists, and if it does the cycle is assumed to exist, and program edges in the cycle must be enforced.

In [225] a heuristic that finds cycles in non-SPMD programs is presented that gives good results. This technique works by checking for necessary, but not sufficient, conditions for a minimal mixed cycle to exist. Given a conflict graph, their technique picks a pair of nodes $A$ and $B$ joined by a program edge $(A, B)$. We will demonstrate the heuristic using the program of Figure 2.15(a), and will test to see if there is a minimal mixed cycle involving the program edge going from the node $X = 1 (A)$ to $Y = 1 (B)$. Two other nodes are identified, which we will call $C$ and $D^2$. Let $D$ be the node $z = Y$ and $C$ be the node $w = X$. Then a minimal mixed cycle may exist if:

1. a conflict edge exists between $A (X = 1)$ and $C (w = X)$;
2. a conflict edge exists between $B (Y = 1)$ and $D (z = X)$;
3. $A (X = 1)$ and $C (w = X)$ may occur in different threads;
4. $B (Y = 1)$ and $D (z = Y)$ may occur in different threads;
5. $A (X = 1)$ may occur after $C (w = X)$ and $D (z = Y)$;
6. $B (X = 1)$ may occur before $C (w = X)$ and $D (z = Y)$;
7. $D (z = Y)$ may occur before $C (w = X)$.

The first four conditions determine that there are conflict edges from the endpoints of the program edge being tested to accesses in different threads. The last condition says that a path of program edges might go from $D$ to $C$. This combined with the existence of the $(A, B)$ program edge and the two conflict edges establishes that there may exist a path from $B$ to $D$ to $C$ to $A$ and then back to $B$, which establishes the cycle. Finally, the fifth and sixth conditions establish that the executions of $A$ and $B$, and $C$ and $D$ can overlap and interfere with each other, and therefore may lead to a dependence. In [225] it is shown that this test eliminates the majority of the dynamic program edges that must be enforced in the benchmarks studied.

In most languages with support for parallel and concurrent programming, different threads (as opposed to different instances of a single static thread) are activated by executing different functions or methods. This means that the analysis to determine dependences in explicitly parallel programs is inherently inter-procedural. The language with the best defined consistency model\(^2\) is

\(^2\)In the paper they are called $X$ and $Y$, but to avoid confusion with the variables in the example we have renamed them.
\(^3\)Although with recent work on the C, C++ and OpenMP consistency models, it may not be unique at the time this lecture is being read.
currently Java, and its dynamic compilation model precludes, for performance reasons, analyses that require inter-procedural analysis. As a consequence, of this, and the lack of (or only recent definition of) well-defined memory models in other languages, these techniques have to our knowledge only been implemented in research compilers, with one exception. That exception is Unified Parallel C (UPC) [237], which used the analysis of [128] to optionally support a sequentially consistent execution model.
This chapter discusses the use of dependence information to guide automatic program parallelization. We focus on loops without data dependences that would prevent any parallelization of the loop. In practice, it is often necessary to perform additional transformations to allow a loop to be partially or completely parallelized. Transformations to eliminate dependences, or to allow them to be ignored, are discussed in Chapter 4. Other transformations that may enhance parallelization are discussed in Chapters 5.

This chapter is organized as follows. In Section 3.1, the easy case of parallelizing loops with no dependences that prevent full parallelization of the loop is discussed. In Section 3.2, the parallelization of loops with more complicated dependence structures is discussed, and these capabilities are further expanded with a view towards targeting vector hardware in Section 3.3. Section 3.4 examines how producer/consumer synchronization (in contrast to mutex synchronization) can be used to extract more parallelism than would otherwise be possible from a loop. In Sections 3.5 and 3.6, issues arising from more complicated control structures, in particular from recursion and while loops, is discussed. Finally, Section 3.7 discusses software pipelining, which exposes fine-grained instruction level parallelism to the processor.

3.1 SIMPLE LOOP PARALLELIZATION

As discussed in Section 1.1, for a loop to be parallel without any additional transformations its iterations must be independent, i.e., there can be no flow of values or reuse of memory locations across iterations. More formally, there can be no loop-carried dependences on the loop to be parallelized, i.e., all dependences in the loop to be made fully parallel must have a direction of “0” (“=”). As mentioned above, in some cases problematic dependences can be eliminated or ignored. It is also generally desirable that the parallel loop be the outermost loop in the nest, as this maximizes the amount of work done in the parallel loop, and minimizes the number of instances of the parallel loop that are started, and the ensuing overhead. Loop interchange (Section 5.5) accomplishes this.

When loop-carried dependences have non-equal directions on several loops, it is sometimes possible to parallelize an inner loop. More specifically, if all dependences that are loop-carried, i.e., that have a non-equal direction on the \( i_2 \) loop also have a non-equal direction on some outer loop(s) \( i_1 \), the inner \( i_2 \) loop can be parallelized. An example of this can be seen in Figure 3.1. In the example, the outer \( i_1 \) loop is forced to execute sequentially (i.e., is frozen) to enable the instance of the inner \( i_2 \) loop within an iteration of the \( i_1 \) loop to execute in parallel. By examining the order of execution of the different \( i_2 \) loop iterations it can be seen how freezing the \( i_1 \) loop enables the \( i_2 \)
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loop parallelization. Because the source of the dependence is in an earlier iteration of the $i_2$ loop than the sink is, and the $i_1$ loop is executing sequentially, the sink of the dependence must execute later than the source, even when the $i_2$ loop is parallel. This forces the dependence to be honored, allowing the $i_2$ loop to be executed in parallel.

```
for (i1 = 0; i1 < 4; i1 ++){
    for (i2 = 0; i2 < 8; i2 ++){
        a[i1][i2] = a[i1][i2] + b[i1];
        c[i1][i2] = a[i1-1][i2+1];
    }
}
```

```
for (i1 = 0; i1 < 4; i1 ++){
    parallel for (i2 = 0; i2 < 8; i2 ++){
        a[i1][i2] = a[i1][i2] + b[i2];
        c[i1][i2] = a[i1-1][i2+1];
    }
}
```

(a) A loop where freezing the outer $i_1$ loop exposes parallelism.  
(b) The loop of (a) with the $i_2$ loop parallelized.

(c) The dependence graph for the loop of (a).  
(d) An iteration space diagram showing the execution orders of different iterations and the dependence sources and sinks.

**Figure 3.1:** A example of how freezing outer loops can enable inner loop parallelization.

3.2 PARALLELIZING LOOPS WITH ACYCLIC AND CYCLIC DEPENDENCE GRAPHS

Substantial parallelism can often be extracted from loops whose dependence structure is more complicated than the loops discussed in Section 3.1. In particular, we discuss how to extract parallelism when the dependence graph may be cyclic and loop freezing cannot be used to break the cycles. The following steps will be performed.

1. Construct a dependence graph for the loop nest.
2. Find strongly connected components (SCCs) formed by cycles of dependences in the graph, contract the nodes in the SCC into a single large node.
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3. Mark all nodes in the graph containing a single statement as parallel.

4. Topologically sort the nodes in the graph so that all inter-node dependences are lexically forward.

5. Group independent, unordered, nodes reading the same data and marked as parallel into new nodes to optimize data reuse.

6. Perform loop fission (see Section 5.3) to form a new loop for each node in the sorted dependence graph.

7. Mark as parallel all loops resulting from nodes whose statements are marked as parallel in the sorted graph.

These steps will be explained in detail by means of an example in the remainder of this section.

When the dependence graph for a loop is acyclic, as shown in Figure 3.2(a) (showing a program) and Figure 3.2(b) (showing the acyclic dependence graph for the program) the loop can be fully parallelized by breaking it into multiple loops, each of which has no loop-carried dependences. If none of these multiple loops executes until all dependences into it are satisfied (i.e., until after the loop that contains the source of the dependence has already executed), then the barrier that is, by default, at the end of every parallel loop (see Section 1.2.1) will force the writes from each instance of the inner parallel loop to complete before other instructions execute, and the dependence is honored. Thus, the goal of the compiler is to break up the loop with dependences into multiple loops, none of which contain the source and sink of a loop carried (cross-iteration) dependences and then to order these new loops so that they only execute when all of the dependences they are involved in have been satisfied.

To do this requires ensuring that all dependences are lexically forward, i.e., that in branchless code the sink of the dependence is lexically forward of the source of the dependence. This can be done by topologically sorting the dependence graph. Because the dependences form a partial order on the nodes of Figure 3.2(b) there are several possible orderings of the nodes resulting from a topological sort; one valid order is shown in the graph of Figure 3.2(c).

Once the dependence graph is topologically sorted the compiler can reorder the statements in an order that is consistent with the topological sort order, i.e., the loop is transformed by reordering the statements to match the topological sort order. Loop fission (Section 5.3), which is always legal with lexically forward dependences, is then performed, yielding the sequence of loops seen in Figure 3.2(d).

In the transformed program, no loop has cross iteration dependences. A more efficient parallelization can be performed by a different partitioning of statements among loops that is still consistent with the ordering implied by the topological sort. The more efficient partitioning keeps statements that are not related by a loop-carried dependence together in the same loop. Doing this with the original graph yields an ordering $S_2, S_1, S_4$ and $S_3$. Because there is no loop-carried dependence between $S_1$ and $S_4$ they can remain in the same loop, as shown in Figure 3.2(e). This can improve the locality on accesses to the $b$ array, and eliminates the startup and iteration count overhead of one loop.
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for (i = 0; i < n; i++){
    S1: a[i] = b[i - 1] + ...
    S2: b[i] = c[i - 1] + ...
    S3: ... = a[i - 1] + b[i] * d[i - 2]
    S4: d[i] = b[i - 2]...
}

(a) A program with dependences.

parfor (i = 0; i < n; i++)
S2: b[i] = c[i - 1] + ...
parfor (i = 0; i < n; i++)
S1: a[i] = b[i - 1] + ...
parfor (i = 0; i < n; i++)
S4: d[i] = b[i - 2]...
parfor (i = ...)
S3: ... = a[i - 1] + b[i] * d[i - 2]

(d) The program of (a) after being transformed to reflect the order of the topologically sorted dependence graph.

parfor (i = ...)
S2: b[i] = c[i - 1] + ...
parfor (i = ...) {
    S1: a[i] = b[i - 1] + ...
    S4: d[i] = b[i - 2]...
}
parfor (i = ...)
S3: ... = a[i - 1] + b[i] * d[i - 2]

(e) The program of (a) with a statement ordering yielding slightly better locality.

Figure 3.2: An example of parallelizing loops with cross-iteration dependences.
In loops with cyclic dependence graphs with at least one loop-carried dependence, the cyclically dependent statements will form a strongly connected component (SCC) in the dependence graph. The most straightforward way to deal with the statements in each SCC is to place in a loop that is executed sequentially.

In loop nests the same strategy is followed except that it may be necessary to perform fission on all loops in the loop nest on which a pair of statements have loop-carried dependences.

Figure 3.3: An example of decoupled software pipelining.

In Section 3.4, we show how parallelism can sometimes be extracted from these loops using producer-consumer synchronization. Another way of extracting parallelism from these loops is to execute the SCCs in a pipelined fashion. This technique is called decoupled software pipelining, and is described in detail in [189, 190]. An example of this is shown in Figure 3.3. Note that the maximum speedup is constrained by the size of the maximum SCC. In Section 8.9, we give further readings that discuss how to overcome this impediment to performance.

3.3 TARGETING VECTOR HARDWARE

To generate code for vector hardware it is necessary to partition the statements in the original loop into a sequence of loops, each of which contains a single operation to be performed by the vector unit. The resulting loops are then further transformed to execute a sequence of vector operations on data that corresponds to the number of scalar data items operated on by each vector instruction. When performing vectorization the innermost loop will be vectorized. If a loop other than the innermost loop is more amenable to vectorization, loop interchange (see Section 5.5) can sometimes be used to make another loop the innermost loop.

To vectorize an inner loop, the transformation described in Section 3.2 is first applied to the loop to be vectorized, resulting in each strongly connected component in the dependence graph being
in a separate loop. This yields a loop similar to those shown in 3.2(c). In the loops of Figure 3.4(a) loop blocking or strip mining has been applied to each of the resulting loops, where the resulting inner blocked loop (shown in Figure 3.4(b)) has the same number of iterations as the number of operations performed by a vector instruction. For brevity, the fixup code for only the last loop is shown. The fixup code is necessary since the loops being executed on the vector hardware may not have a number of iterations evenly divisible by the number of operations performed at a time by the vector hardware.

The compiler back-end generates a hardware vector instructions each of the two inner loops. One more small complexity must be handled. In Figure 3.4(b), the statement’s right-hand-side (RHS) contains several operations. Vector hardware typically supports a single operation at a time (a notable exception is described below.) Either the high-level compiler that operates on loops, or the code-generating compiler, must break this RHS into multiple statements. If the statement in the strip-mined loop is viewed as a tree, as shown in Figure 3.4(c), code can be easily generated by doing an in-order traversal of the tree, and generating code for each interior node as a separate statement and loop, as shown in Figure 3.4(d).

An exception to the “one operation per instruction” rule is made for the fused multiply add (FMA) operation \((y*z+w)\), which is extremely important in linear algebra. Because the multiply and add operations, and the register-to-register transfers can occur faster than a clock cycle on most processors, the FMA instruction can stream the result of the multiply operation in \((y*z+w)\) to an adder, which takes \(w\) as the second input, returning the result of the multiply and add operations in a single cycle, giving roughly double the peak performance of performing the multiply operation and add as discrete clocked operations.

3.4 PARALLELIZING LOOPS USING PRODUCER/CONSUMER SYNCHRONIZATION

Dependences prevent parallelization because there is no guarantee the order that statements execute on different threads in the parallel version of the program will enforce the dependence, as discussed in Section 1.1. By using producer/consumer synchronization, this ordering can be forced on the program execution, allowing parallelism to be extracted from loops with dependences.

3.4.1 PRODUCER AND CONSUMER SYNCHRONIZATION

Several forms of producer/consumer synchronization (referred to simply as synchronization for the rest of this section) were implemented in the 1980s and early 1990s, during the age of the super mini-computers. Full/empty synchronization, implemented in the Denelcor HEP [126], attaches a full-empty bit to each word of storage. By having accesses either set, or reset, the full-empty bit, reads and writes to a memory word could be sequenced. Memory operations could either wait until a word was full before proceeding, and could either clear, or set, the full/empty bit.
3.4. PARALLELIZING LOOPS USING PRODUCER/CONSUMER SYNCHRONIZATION

for (i = 0; i < n/opCnt; i+ = opCnt)
  for (ii = 0; ii < opCnt; ii++)
S4 : d[ii] = +b[ii + 1]...

for (i = 0; i < n/opCnt; i+ = opCnt)
  for (ii = 0; ii < opCnt; ii++)
S2 : b[ii] = c[ii - 1] +...

for (i = 0; i < n/opCnt; i+ = opCnt)
  for (ii = 0; ii < opCnt; ii++)
S1 : a[ii] = b[ii - 1] +...

for (i = 0; i < n/opCnt; i+ = opCnt)
  for (ii = 0; ii < opCnt; ii++)
S3 : ... = a[ii - 1] + b[ii] * d[ii - 2]

(a) A blocked vectorized loop. All of the loop would require fixup code, for brevity it is only shown for the S3 loop.

(b) An example of a statement with multiple operations required by the right-hand side.

Figure 3.4: An example of vectorization.
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The Alliant F/X 8 [1, 228] implemented the advance\((r, i)\) and await\((r, i)\) synchronization instructions. The advance instruction sets synchronization register \(r\) to \(i\), and the await instruction would wait for \(r\) to take the value \(i\). Thus, the dependence on \(a[i]\) and \(a[i - 1]\) in Figure 3.5 could be synchronized by executing advance\((r, i)\) after the write to \(a[i]\), and await\((r, i - 1)\) before the read. Variables guarded by the synchronization instructions could also be specified, allowing the compiler to move unsynchronized memory operations past the synchronization instructions.

Compiler exploitation of both of these synchronization instructions, and general producer/consumer synchronization, can be discussed in terms of post and wait synchronization. The instruction post\((r, i, vars)\) writes the value \(i\) to \(r\), and the instruction wait\((r, i, vars)\) waits until the value of \(r\) is \(i\). In both cases, it is assumed that no accesses on the memory locations denoted by the variables in the list \(vars\) are moved past the synchronization instruction by later compiler passes. The post and wait instructions also have a functionality equivalent to a fence instruction that will ensure that the result of all memory accesses before the post and wait are visible before the post or wait completes, and that the hardware does not move instructions past the synchronization operation at run time.

A compiler can synchronize a program directly from the dependence graph. After the source of dependence \(\delta\), it inserts the instruction post\((r_\delta, i, vars)\), where \(i\) is the loop index variable, \(r_\delta\) is the synchronization register used for dependence \(\delta\), and \(vars\) contains the variables involved whose dependence is being synchronized. Before each dependence sink the compiler inserts the instruction wait\((r_\delta, i - d_j, vars)\), where \(d_j\) is the distance of the dependence on the \(i\) loop. Figure 3.5(d) shows the loop after synchronization.

As shown in Figure 3.5(c), parallelism comes from overlapping the execution of the sources of the forward dependence, from \(S1\) to \(S3\), on \(a\). Figure 3.6 shows a program similar to that of the program of Figure 3.5(a) except that the cross iteration dependence on \(b\) from \(S2\) to \(S3\) is not present, and the backward dependence on \(c\) now has a distance of two. Synchronizing this loop as described above would lead to the execution order shown in Figure 3.6(b), and not only allows the source of the forward dependence to execute in parallel, but also allows adjacent iterations whose statements are involved in the dependence cycle to execute in parallel. This is because the distance of two on the dependences means that no backward dependence exists between adjacent iterations, and therefore the adjacent iterations can execute in parallel. Loops of this form are often referred to as doacross loops [61, 168] in the literature.

The reasons that producer/consumer synchronization instructions are no longer supported in hardware shows the impact that technology and economics have on what is a desirable architectural. With the rise of the killer micros [107], commodity processors became the economically preferred choice to use as the building block for parallel systems. Specialized synchronization instructions fell out of favor because of the increased latencies required when synchronizing across the system bus between general purpose processors, and because the RISC principles of instruction set design [105, 172] favored simpler instructions from which post and wait instructions could be built, albeit at a higher run time cost. With the rise of the multicore processor, and at least for a period of time,
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for (i = 0; i < n; i ++)
S1 :  a[i] = ...
S2 :  b[i] = c[i-1]...
S3 :  c[i] = b[i-2] + a[i-1]

(a) A loop with cross-iteration dependences.

(b) The data dependence graph for (a).

Figure 3.5: An example of using producer/consumer synchronization.
for (i = 0; i < n; i ++)

S1 : a[i] = ...
S2 : b[i] = c[i - 2]...
     c[i] = b[i] + a[i - 1] 

(a) A loop with cross-iteration dependences.

(b) The iteration space diagram of the loop of (a) showing the ordering relations imposed by the dependences.

S1 : post(0, i, a)
S2 : wait(1, i - 2, c)
     wait(1, i - 1, a)
S3 : b[i] = c[i - 2]...
     c[i] = b[i] + a[i - 1]
     post(1, i, c)

(c) The dependence graph of the program of (a).

(d) The program of (a) synchronized.

Figure 3.6: An example of using producer/consumer synchronization for a doacross loop.

relatively low latencies in intra-processor, inter-core communication, specialized synchronization might again be attractive [145]. We note that except for questions of profitability, the compiler strategy for inserting and optimizing synchronization is indifferent to whether it is implemented in software or hardware.

3.4.2 OPTIMIZING PRODUCER/CONSUMER SYNCHRONIZATION

A compiler can sometimes reduce the number of synchronization operations needed to synchronize the dependences in a loop. While all dependences must be enforced, performing this optimization
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reduces the overhead of enforcing them by allowing a single post/wait pair to synchronize more than one dependence, or a combination of post/wait instructions to synchronize additional dependences. The key observation leading to the optimization is that if the dependence is enforced by a combination of program orders and other dependences’ synchronization operations, no additional synchronization is needed. In the loop of Figure 3.7(a) and (b), a loop with two dependences, and the associated dependence graph, is shown.

for (i = 0; i < n; i++)
S1 : a[i] = ...
S2 : b[i] = c[i - 1]
S3 : c[i] = a[i - 2]

(a) A loop with dependences to be synchronized.

(b) iteration space diagram for the loop of (a). The section outlined with the dotted box is representative of a section of the ISD that is examined by the algorithm of [156] that eliminates dependences using transitive reduction.

Figure 3.7: An example of synchronization optimization.

The ISD of Figure 3.7 shows the dependences to be enforced as solid lines, and execution orders implied by the sequential execution of the program by dotted lines. Consider the dependence with distance two from statement $S_1$ in iteration $i = 2$ to statement $S_3$ in iteration $i = 4$. Let $S_j(k)$ represent the instance of statement $S_j$ in iteration $i = k$. There is a path

$S_1(2) \rightarrow S_2(2) \rightarrow S_3(2) \rightarrow S_2(3) \rightarrow S_3(3) \rightarrow S_2(4) \rightarrow S_3(4)$.  

from $S_1$ in iteration 2 to $S_3$ in iteration 4. If the dependence from $S_3$ to $S_2$ has been synchronized, then the existence of this path of enforced orders implies that the dependence from $S_1(2)$ to $S_3(4)$ is also enforced. Because the distances are constant, the iteration space can be covered by shifting the region in the dashed lines, and therefore every instance of the dependence within the iteration space is synchronized.

In [156] it is shown that this problem can be solved by performing a transitive reduction on the ISD. Because transitive reduction is used, it is possible for multiple dependences to work together to eliminate another dependence. The ISD on which the transitive reduction is performed needs to only contain a subset of the total iteration space (as shown by the dashed box in Figure 3.7(b)). For each loop in the loop nest over which the synchronization elimination is taking place, the number
of iterations needed in the ISD for the loop is equal to the least product of the unique prime factors of the dependence distances, plus one.

Another synchronization elimination technique, described in [144], is based on pattern matching and works even if the dependence distances are not constant. The matched patterns identify dependences whose lexical relationship and distances are such that synchronizing one dependence will synchronize the other by forming a path as shown in Figure 3.7(b). In the program of Figure 3.7(a), let the forward dependences with a distance of two that is to be eliminated be $\delta_e$, and the backward dependence of distance one be $\delta_1$ that is used to eliminate the other dependence be $\delta_r$. One pattern given in [144] is that if there is: (i) a path from the source of $\delta_e$ to the source of some $\delta_i$; (ii) the sink of $\delta_r$ reaches the sink of $\delta_e$; (iii) $\delta_r$ is lexically backward (i.e., the sink precedes the source in the program flow); (iv) the absolute value of the distance of $\delta_r$ is one; and (v) the signs of the distances of $\delta_r$ and $\delta_e$ are the same, then $\delta_e$ can be eliminated. Conditions (i) and (ii) establish the proper flow of $\delta_e$ and $\delta_r$, (iii) recognizes that $\delta_r$ can be repeatedly executed to reach all iterations that are multiple of the distance away from the source, and (iv) and (v) say that because the absolute value of the distance is one and the signs of the two distances are equal the traversal enabled by (iii) will reach the source of $\delta_e$.

In [157] these two techniques and others are compared and it is shown that the method of [144] actually performs better than that of [156], and has a lower compile time overhead on the loops examined.

3.5 PARALLELIZING RECURSIVE CONSTRUCTS

Iterative constructs have been the focus of most of the work on automatic parallelization for several reasons. First, in numerical programs, loops contain almost all of the work performed by the program, and as a consequence of Amdahl’s law are the natural place to target for performance improvements, including parallelization. Second, in many loop based numerical programs, the data accesses tend to be amenable to dependence analysis and dependence analysis based optimizations. This in turn provides positive feedback to programmers of these applications to write code amenable to analysis. Finally, many recursive codes operate on trees or other pointer-based data structures (or equivalently, indirect accesses through arrays). These applications are fundamentally more difficult to analyze, for the reasons discussed in Section 2.1.2. Nevertheless, significant results exist for the optimization of application code containing recursion.

Among the earliest work is that of Harrison [109] on the Miprac Scheme compiler [108]. Miprac performs an abstract interpretation over a Lisp/Scheme program’s recursive calls to determine if the calls can be converted to (i) a while loop that determines the exit condition, and (ideally) (ii) a for loop that can be easily parallelized and whose iteration count has been decided by the while loop. In some cases the while loop can also be parallelized (see Section 3.6).

We will briefly discuss two other approaches. Divide-and-conquer algorithms lend themselves to parallelization because at each level of recursion the new function invocations access disjoint sets of data. If a compiler can determine that this is the case it can allow each of the calls to proceed in
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parallel. In [90, 92], a dependence analysis similar to Eigenmann and Blume’s Range Analysis [31] is used to prove the recursive calls in a quicksort operate on disjoint data. Figure 3.8(a) shows the parallelization of the quicksort algorithm using Cilk-like [51] constructs. The spawn constructs create two instances of the Quicksort function and execute them in parallel on two different threads. Because the threads operate on completely disjoint sets of data, no synchronization is needed between the sets of calls until the end of the program, where the synch statement ensures that all of the threads are finished before terminating the program.

```
Main() {
    Type sortArray[lb:ub];
    Quicksort(sortArray, lb, ub);
    synch
}

Quicksort(sortArray, low, high); {
    if (low < high) {
        q = Partition(sortArray, low, high);
        spawn Quicksort(sortArray, low, q);
        spawn Quicksort(sortArray, q+1, high);
    }
}
```

```
class dagNode {
    private static int total;
    private boolean visited;
    private dagNode leftChild, rightChild;
    void traverse(int i) {
        total = total + i;
        if (!visited) {
            visited = true;
            if (leftChild != null)
                traverse(this.leftChild, i);
            if (rightChild != null)
                traverse(this.rightChild, i);
        }
    }
}
```

(a) Recursive routines that access independent data. (b) Recursive routines whose operations commute.

Figure 3.8: Examples of parallelizable recursive code.

Another approach targets object oriented languages and uses commutativity analysis to determine when operations performed in multiple invocations of a function are commutative [197]. When this is true, all possible interleavings of operations across parallel invocations of the function will give the same result as a sequential execution of the function invocations. To determine commutativity, two tests need to be performed.

1. Test that values of instance variables are the same whether two operations \( Op_1, Op_2 \) (which may be method calls) execute in the order \( Op_1 \) then \( Op_2 \), or the order \( Op_2 \) then \( Op_1 \). This ensures that the outcomes of the operations are the same regardless of the order they execute in. An important case where this is true is when two operations operate on independent data, or the data accessed are read only—these operations always commute.

2. The set of operations performed when executing \( Op_1 \) and then \( Op_2 \) are the same as the set of operations performed when executing \( Op_2 \) and then \( Op_1 \). This ensures that the multiset of operations that execute in either order are the same, and allows the analysis of (1) to show
that if all operations are commutative, then because the multiset of operations executed is the same in either order, then the outcomes of the complete operation must be the same.

The parallelizable invocations of the Quicksort routine are detected with commutativity analysis because the two function calls access disjoint data sets and are therefore independent, and commutative. The function calls of the traverse routine in Figure 3.8(b) are also parallelizable using commutativity analysis even though the data accessed is not independent. If a naive parallelization of the calls is performed, there is the danger of a race condition on the check of whether the function has been previously visited. By enclosing the accesses to the read and update of visited array in a mutex, the race will be avoided, and commutativity analysis inserts this synchronization.

3.6 PARALLELIZATION OF WHILE LOOPS

The parallelization of while loops is problematic for two reasons. First, unlike counted loops (e.g., a simple C for loop or Fortran do loop) the number of iterations is usually not known before the loop begins executing, making it difficult to spread the loop iterations across processors and to determine when to terminate the loop. Second, while loops are often used to perform computation on less regular data structures, including pointer-based structures such as linked lists, trees, and the like, or array accesses involving non-linear subscripts, often in the form of subscripted subscripts (e.g., a[b[i]]). We will discuss the issues raised by each of these in turn.

Figure 3.9(a) shows a stylized while loop. The loop has four parts—the initialization, shown in S1, the test, shown S2, the increment, shown in S4, and the work or remainder, shown in S3 and S5. We now discuss two challenges in parallelizing the loop: determining the number and distribution of iterations in the loop and exploiting parallelism in both determining the loop iterations and in the work done by the body of the loop.

3.6.1 DETERMINING ITERATIONS TO BE EXECUTED BY A THREAD

The form of the update in the stereotypical while loop is shown in Figure 3.9(a). In the best situation, the loop iterations are controlled by a simple induction of the form $a \cdot i \pm c$, where $a$ and $c$ are loop invariants. If the test function $\tau$ (see statement S2) is a simple comparison (e.g., $i < n$) the while can be converted to a simple for loop. If the test is more complicated, then code such as is shown in Figure 3.9(b) can be used. The array first captures the first (lowest) iteration in each thread that meets the termination condition. After all threads complete their iterations, or meet the termination condition, the lowest iteration that met the termination condition across all threads is found. Threads that have executed iterations beyond that will need to roll back their state, as discussed in Section 3.6.2. If iterations are executed in order, then when the terminating iteration is encountered by a thread the iteration value can be sent to all threads, and they only need to complete iterations up to that value.

A variant of this form is the iteration sequence of the form of the recurrence $x(i) = a \cdot x(i - k) + c$, where $a$, $k$ and $c$ are all loop invariant, as shown in Figure 3.9(c). The loop is split into two
3.6. PARALLELIZATION OF WHILE LOOPS

\[ SO \] first[:] = maxint;
\[ S1 \] ctl = init
\[ S2 \] parallel for (i = 0; i < maxint; i++){
\[ S2a \] if(!τ(ctl) first[threadID] = i {  
\[ S2b \] first[threadID] = i  
\[ S2c \] first[threadID] = i  
\[ S2d \] first[threadID] = i  
\[ S2e \] first[threadID] = i  
}\}
\[ S3 \] work1(ctl, state);
\[ S4 \] update(ctl, state);
\[ S5 \] work2(ctl, state);

(a) a stereotypical while loop.

(b) A parallel execution of the loop where iterations are an induction sequence.

\[ S1 \] i = 2
\[ S1a \] ctl[1] = 1
\[ S2 \] while(τ(ctl) < u){
\[ S4a \] ctl = a · ctl[i - 1] + c;
\[ S4b \] i = i + 1;
\[ S4c \] N = i
\[ S2 \] parfor (i = 0; i < N; i++)
\[ S3 \] work1(ctl[i], state);
\[ S5 \] work2(ctl[i], state);

(c) A loop whose iteration sequence is a recurrence.

(d) The loop parallelized. Note that the first loop can be done in parallel using parallel prefix.

Figure 3.9: Examples of some issues in parallelizing while loops.

parts – the first solves the recurrence and the second does the actual work in the loop. The recurrence can be further optimized by being solved in parallel using a parallel prefix algorithm that finds the necessary partial results of the recurrence in time proportional to the log of the number of iterations in the loop.

More complicated iteration sequences often require a sequential computation. An example of this is a while loop that iterates over a linked list, with the work function operating on each element of the list. In [193], three ways of dealing with this problem are outlined, as shown in Figure 3.10. Figure 3.10(a) shows the original loop, and the other parts of the figure show three strategies for parallelizing the loop.
3. PROGRAM PARALLELIZATION

Figure 3.10(b) shows a parallel version of this loop. A global (\(gP\)) and local (\(lP\)) pointer into the linked list are maintained. When a process needs another work item, it atomically assigns what is pointed to by the global pointer to the local pointer, moves the global pointer to the next element in the linked list, and then works on the node pointed to by the local pointer. The overhead of synchronization, and the coarse grained synchronization (i.e., locking the entire list) limit the parallelism of this approach. We note that more intelligent data structures and a compiler that is aware of their semantics [136, 137, 236] might at least partially ameliorate some of these drawbacks.

If there are \(|T|\) threads, the technique demonstrated in Figure 3.10(c) will have thread \(t_i\) work on nodes \(i, i + |T|, i + 2 |T|, \ldots\) in the linked list. Each thread visits all of the nodes, but only performs work on those that is supposed to work on. Thus, the loop at \(S1_a\) executing in thread \(t_i\) skips over the first \(i - 1\) nodes to find the first node to work on. Afterwards, the loop at \(S1_e\) skips over the \(|T|\) nodes worked on by the other threads to find the next node to work on. This technique eliminates the synchronization overhead of the first method, but each process will need to look at all \(N\) nodes, and so the amount of work done by each processor has an \(O(N)\) term, which will necessarily limit the achievable speedup.

The third method (Figure 3.10(d)) has the same overheads as the second, but can achieve a better load balance by virtue of assigning nodes to threads as they need work, rather than having an implicit pre-assignment of nodes as seen in the second method of Figure 3.10(c). As each thread gets an iteration \(i\) to execute, it examines the previous iteration (stored in \(prevIter\)) it executed. The difference between the current and previous iteration is the number of nodes processed by other threads, and these nodes are skipped over in the loop beginning with statement \(S1_c\).

3.6.2 DEALING WITH THE EFFECTS OF SPECULATION

In the above examples it was known that a linked list was being accessed, and therefore it is also known that a traversal of the list will visit unique nodes. Depending on other data pointed to by these nodes (and accessed in the \(work\) routine) dependences may exist at run time among concurrently executing invocations of the \(work\) routine. Moreover, it is sometimes more efficient to speculatively execute iterations of a while loop under the assumption that the loop will not terminate before those iterations are executed. This assumption will not always hold, and in those cases it will be necessary to ensure that the effects of those excess iterations are not reflected in the permanent program state.

Two approaches can be used to solve this problem. First, techniques like transactional memory [101, 158] can be used to buffer the state until it is safe to commit. Unfortunately, software transactional memory carries significant performance penalties, and hardware transactional memory is not yet available on widely deployed processors. A second approach is to checkpoint the state accessed within a loop, and if the loop fails in some way, to restore the checkpoint and execute the loop sequentially. By strip mining the loop (see Section 5.1), its execution can be broken into blocks of contiguous iterations. A checkpoint is taken for each block, and when a block successfully finishes its values are committed, its checkpoint is discarded, and a new checkpoint is taken for the next
3.7 SOFTWARE PIPELINING FOR INSTRUCTION LEVEL PARALLELISM

After applying the parallelization techniques above, additional instruction level parallelism can be exposed in loops using software pipelining, which can result in significant additional speedups. Software pipelining rearranges instructions across loop iterations to expose the parallelism to the instruction scheduler within a processor, or to exploit VLIW [69, 81] processors. Consider the loop of Figure 3.11(a) and (b). Assume it takes one cycle to address a[i], to perform

$$S1 \ Node * gP = \text{head(list)};$$
$$S2 \ \text{parfor} (i = 1, u) \{$$
$$S1_a \ Node * IP = \text{head(list)};$$
$$S1_b \ \text{lock(list)};$$
$$S1_c \ gP = \text{next(gp)};$$
$$S1_d \ \text{unlock(list)};$$
$$S3 \ \text{work}(p);$$
$$\}$$

(a) A while loop with pointer-based data structures.

$$\text{(c) A parallelization that uses a fixed assignment of nodes to processors and no synchronization.}$$

$$\text{(d) A parallelization that does uses a dynamic assignment of nodes to processors and no synchronization.}$$

Figure 3.10: An example of parallelizing a while loop traversing a pointer-based data structure.

block. This both reduces the memory footprint required and prevents a failure late in the execution of the loop from discarding all work that has been done so far in the execution of the loop.

Additional readings on more advanced speculative techniques can be found in Section 8.9.
a multiply operation, to store the result, to check the value of the index and increment it, and one cycle to perform the branch the branch. Under these assumptions, one iteration of the loop will take six cycles, and computing and storing \( n \) values will take \( 6n \) cycles. In the code in Figure 3.11(b), the timing assumptions are the same as before, but the hardware will execute multiple statements on a single line in one cycle. The transformed loop uses instruction level parallelism to execute an iteration of the loop in five cycles, but each iteration produces two results, for an average of 2.5 cycles a result, or \( 2.5n \) cycles total, ignoring the startup code.

```c
float k, a[n];
for i = 0; i < n; i ++
a[i] = a[i] * k
}
r7 = &a[0]
r8 = &a[n]
r5 = k;
L: {
r1 = (r7);
r1 = r1 + k;
(r1 ++) = r1 + k;
r4 = &a[i + 5]; r11 = r7 < r8?
if r11, goto L
}
```

(a) A simple for loop and assembly code that might be generated for it.

```asm
S1   r7 = &a[0]
S2   r8 = &a[n]
S3   r5 = k;
S4   r1 = &a[0];
S5   r1 = r1 * r5;
S6   r2 = &a[1];
S7   r2 = r2 * r5;
S8   r3 = &a[2];
S9   r4 = &a[3];
S10  L: {
S11  (r7) = r1; r1 = (r3) * (r5)
S12  (r7, 4) = r2; r2 = (r4) * (r5)
S13  r3 = (r7, 16); r10 = (r7, 8)
S14  r4 = (r7, 20); r11 = r10 < r8?
S15  r7+ = 8; if r11, gotoL
}
```

(b) Assembly code for the software pipelined version of the loop in (a).

**Figure 3.11:** An example of software pipelining.

Software pipelining, like all transformations that alter the order of memory fetches, must ensure that the new access order enforces all dependences. In statement S11 of Figure 3.11(b), the value of \( a \) stored in some iteration \( i \) is occurring in parallel with the fetch and add of values from iteration \( a[i + 2] \). In statement S12 a store of a value of \( a \) from iteration \( i + 1 \) is occurring in parallel with the fetch and add of \( a \) that would normally be done in iteration \( i + 3 \). As well, in statements S13 and S14 performs fetches that would normally be done in iterations \( i + 4 \) and iteration \( i + 5 \). Depending on the actual subscripts of \( a \), these fetches and stores could be violating dependences, and would prevent software pipelining.
Transformations to modify and eliminate dependences

If an original, unchanged loop is analyzed, dependences will almost certainly be found that prevent useful transformations, such as tiling, interchange and parallelization, from being performed. In this chapter, several transformations that modify, or completely eliminate dependences will be described. These transformations typically do not lead to an increase in performance—on the contrary, they may lead to more loop bounds and subscript index expressions and computation, resulting in more work being performed. They can, however, enable transformations that dramatically increases the performance of the program.

There is another class of transformations—reduction and recurrence recognition—that allow dependences to be ignored because the operations on the data involved in the dependence are commutative, but do not actually remove them. We discuss reductions in Sections 4.8 and give pointers to readings on recurrence recognition in Section 8.5.

4.1 LOOP PEELING AND SPLITTING

Loop peeling [248] is a transformation that removes a small number of iterations from the loop, reproducing them as straight-line code before or after the loop. Loop splitting is essentially the same transformation except that enough iterations are peeled off of the loop that executing them in a second loop is the best way to generate code.

In the loop of Figure 4.1(a), the last value for the array a is captured in the variable last. Standard dependence testing will assume that there are loop carried anti, output and flow dependences on last. By peeling off the last iteration of the loop, the remaining iterations have no loop carried dependences and therefore the loop can be executed in parallel.

In the loop of Figure 4.1(c), there are no loop-carried dependences within the first half of the iteration space, and there are none within the second half of the iteration space, but there are loop-carried dependences from the first half to the second half of the iteration space. The table of Figure 4.1(d) shows the elements of a accessed on each iteration, and the dependence relation between the two halves of the iteration space can be quickly inferred from the references. By using loop splitting to divide the loop into two loops, one running from 0…n/2 — 1 and the other from n/2…n − 1, two loops are formed that have no dependences and can therefore be made fully parallel.
Because the order of access is not changed for any reference, the transformation is always legal. The only difficulty for the compiler is determining when to profitably apply the transformation. This is generally done in a somewhat ad-hoc manner by having the compiler look at suspicious dependences to see if, e.g., a scalar references involved in loop-carried dependences is control dependent on an condition such that the scalar is only accessed in a single iteration.

```
for (i = 0; i < n; i++) {
    float a[n];
    t[i] = ...;
    a[i] = f(t[i], ...);
    if (i == n - 1) last = a[i];
}
```

(a) A loop with a dependence causing scalar access in the last iteration.

```
for (i = 0; i < n; i++) {
    a[i] = a[n - i]
}
```

(c) A loop where dependences on a exist between the first half of the iteration space to the last half.

```
for (i = 0; i < n; i++) {
    float a[n];
    for (i = 0; i < n; i++) {
        t[i] = ...;
        a[i] = f(t[i], ...);
    }
    last = a[n - 1];
}
```

(b) The loop of (a) with the last iteration peeled off, allowing the loop to be parallelized.

<table>
<thead>
<tr>
<th>i</th>
<th>a[i]</th>
<th>a[n-i]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

(d) The elements of a accessed in each iteration, showing that the iterations in each half of the iteration space are dependence free. The first half of the iteration space is shown in bold.

**Figure 4.1:** An example of loop peeling and loop splitting.
4.2 LOOP SKEWING

Loop skewing changes the direction vector of a dependence, enabling loop parallelization and interchange (see Section 5.5). Consider Figure 4.2(a) and (b), which show a loop and its associated iteration space diagram. The dependence on \( a \) has a direction of \((<, >)\), which precludes parallelization on both loops and prevents interchanging the \( i_1 \) and \( i_2 \) loops for better cache locality.

Increasing the sink iteration of the \( i_2 \) loop by two iterations would give a direction of \((<, =)\), and by more than two iterations would give a "\(<\)" direction. The case where the sink iteration of the \( i_2 \) increases by two is shown in Figure 4.2.

Let \( i_{out} \) be an outer loop, and \( i_{in} \) some inner loop. Let \( \delta \) be a dependence whose source and sink iterations for some loop \( i \) are \( i_{src} \) and \( i_{sink} \), respectively. The distance of the dependence is \( D = [\ldots, d_{i_{out}}, \ldots, d_{i_{in}}] \). Skewing allows us to shift the sink iteration of the \( i_{in} \) dependence by the amount

\[
k \cdot d_{i_{out}}, \quad k > 0
\]

where \( k = 0 \) is the case when skewing is not done.

The transform itself is straightforward. The shifting of iterations is achieved by altering the \( i_{in} \) loop bounds by adding \( i_{out} \) to both the lower and upper bounds. Where previously the lower bound of the \( i_{in} \) loop was \( L_{i_{in}} \), the new lower bound at the dependence source is \( L_{i_{in}} + i_{out, src} \) and the new lower bound at the dependence sink is \( L_{i_{in}} + i_{out, sink} \). This shifts the iteration space of the instance of the \( i_{in} \) loop at the dependence source by \( i_{out, src} \) iterations, i.e., by \( d_{i_{src}} \) iterations. Because the values taken on by the loop index variables values have changed, the values of the subscript expressions must also change. By changing each \( i_{out} \) term in the subscript expression to \( i_{in} - i_{out} \), the subscript expression values will be the same as in the original loop.

If the original resulting dependences still have an undesired \( > \) direction in the \( i_{in} \) element of the loop, the above transformation can be repeated, shifting the lower bounds of the \( i_{in} \) loop by \( L_{i_{in}} + 2 \cdot i_{out, src}, L_{i_{in}} + 3 \cdot i_{out, src}, \ldots, k \cdot i_{out}, \) and so forth. In practice, given distance \( d_{i_{out}} \) and \( d_{i_{in}} \),

\[
k = \left\lceil \frac{|d_{i_{in}}|}{|d_{i_{out}}|} \right\rceil
\]

is used to perform the skewing.

We note that skewing does not change the order in which dependence source and sinks execute, it only changes the "labels", i.e., the values, of those iterations. Thus, skewing is always legal to perform.

Loop normalization is a form of skewing (or, more precisely, deskewing [250]) that is often used to make it easier to form dependence equations [244]. Loop normalization transforms the loop in Figure 4.3(a) into the loop of Figure 4.3(b). Since loop normalization is a form of skewing, it too is always legal to perform. As shown in the figure, normalization takes the loop from \( L_1 \leq i < U_1 \), and converts it to a loop starting at zero, or one, i.e., to a loop from \( 0 \leq i < U_1 - L_1 \). If \( L_1 > 0 \),
for \( i_1 = 1, i_1 < n; i_1++ \) {
    for \( i_2 = 1, i_2 < n; i_2++ \) {
        a[i_1, i_2] = a[i_1 - 1, i_2 + 2]
    }
}

for \( i_1 = 1, i_1 < n; i_1++ \) {
    for \( i_2 = k * i + 1, i_2 < k * i_1 + n; i_2++ \) {
        a[i_1, i_2 - k * i_1] = a[i_1 - 1, i_2 - k * i_1 + 2]
    }
}

(a) A loop with a \(<, >\) dependence.

(b) The loop skewed by \( k \) times the distance of dependences on the \( i_1 \) loop.

(c) The iteration space diagram for the loop of (a).

(d) The iteration space diagram for the loop of (b) when the skewing factor \( k = 1 \).

(e) The iteration space diagram for the loop of (b) when the skewing factor \( k = 2 \).

Figure 4.2: An example of loop skewing.
which it typically is if it is not equal zero. Thus, normalization runs the risk of making an “=” or “<” dependence into a “>” dependence.

\[
\text{for } (i = L_i, i \leq U_i; i+ = s ) \{ \\
\ldots a[f(i)] \ldots \\
\} \\
\text{for } (i = 0, i \leq U_i - L_i; i+ = 1 ) \{ \\
\ldots a[f(i + L_i)] \ldots \\
\}
\]

(a) The loop before normalization. (b) The loop after normalization.

Figure 4.3: An example of loop normalization.

4.3 INDUCTION VARIABLE SUBSTITUTION

A common programming idiom is to have an induction variable that is, implicitly or explicitly, a function of the loop induction variable. An example of this is the concatenation of one vector onto another, as seen in Figure 4.4(a). When attempting to parallelize the loop, the references to \( k \) are problematic. In particular, every iteration of the loop reads and writes the same memory location, causing a cross-iteration dependence between the read of \( k \) in \( S_2 \) and the write of \( k \) in \( S_3 \).

It is easily observed that at some iteration \( i = v \), the value of \( k \) in \( S_2 \) will be \( \text{start} + i \). Recognizing this, and making the proper substitution into the use of \( i \) in \( S_2 \) enables the elimination of statement \( S_3 \). This in turn eliminates the cross-iteration anti, output and flow dependences on \( k \). The loop after this transformation is shown in Figure 4.4(b).

More complicated situations can also be handled by induction variables substitution. In Figures 4.4(c) and (d), induction variable substitution is applied to triangular loops, and Figures 4.4(e) and (f) show it applied to multiple loop index variables.

Induction recognition proceeds as follows. First, all variables whose value is a function of only index variables, constants, and, recursively, other variables with the same properties are identified. The form of the expression is analyzed and a closed form expression in terms of loop index variables is generated. Next, the closed form expression is either assigned to a private variable that is substituted into all uses of the variable, or the expression itself is substituted into uses of the induction variable. The process continues until all induction variables have been expressed in terms of constants and loop index variables.

4.4 FORWARD SUBSTITUTION

Programmers often assign expressions into scalar temporaries to be reused throughout a computation. Compilers often perform the same optimization (called common sub-expression elimination) where repeatedly used expressions, or parts of an expression, are identified, with the value of the expression assigned into a temporary. If this is done within the body of the loop, a cross-iteration output dependence will exist on the scalar temporary. An example of this is shown in Figure 4.5.
4. TRANSFORMATIONS TO MODIFY AND ELIMINATE DEPENDENCES

\( S_1 \) \( k = \text{start}; \)
\( \text{for } (i = 0; i < n; i++) \{ \)
\( S_2 \) \( a[k] = b[i]; \)
\( S_3 \) \( k++; \)
\} 

(a) \( k \) is a candidate for induction variable substitution.

\( S_1 \) \( k = \text{start}; \)
\( \text{for } (i_1 = 0; i_1 < n; i_1++) \{ \)
\( \text{for } (i_2 = 0; i_2 < i_1; i_2++) \{ \)
\( S_2 \) \( k++; \)
\( S_3 \) \( a[k] = b[i]; \)
\} 
\} 

(c) \( k \) is a candidate for induction variable substitution within a triangular loop nest.

\( S_1 \) \( k_1 = 0; k_2 = 0; \)
\( \text{for } (i_1 = 0; i_1 < n; i_1++) \{ \)
\( \text{for } (i_2 = 0; i_2 < i_1; i_2++) \{ \)
\( S_2 \) \( k_1 = k_1 + 1; \)
\( S_3 \) \( a[k_2] = \ldots; \)
\} 
\} 
\( S_4 \) \( k_2 = k_2 + k_1; \)
\} 

(e) A loop with coupled induction variables in a triangular loop.

\( S_1 \) \( k = \text{start}; \)
\( \text{for } (i_1 = 0; i_1 < n; i_1++) \{ \)
\( \text{for } (i_2 = 0; i_2 < i_1; i_2++) \{ \)
\( S_2 \) \( a[k_2_{\text{private}}] = \ldots; \)
\} 
\} 
\( S_4 \) \( k_2_{\text{private}} = \) 
\((i_1 * i_1 * i_1 + 2 * i_1) / 3 - i_1) / 2; \)
\} 

(f) The loop of (c) after induction variable substitution.

Let \( tmp \) be the problematic temporary. Let \( expr \) be the right-hand side expression, and let \( V_{\text{expr}} \) be the variables read in \( expr \). Assume that no value of any \( v \in V_{\text{expr}} \) (or any variable aliased to \( v \)) is changed between the assignment to \( tmp \) and a use of \( tmp \). Then \( expr \) can be substituted into every use of \( tmp \), eliminating all uses of, and the stores into, \( tmp \), and therefore all dependences involving \( tmp \). This transformation does increase the amount of work done in the loop, and in loops with a great deal of integer arithmetic (e.g., array subscript expressions) this integer arithmetic can form the critical path through the loop. Thus, forward substitution should be used when profitable, i.e., when it enables another transformation.
Scalar expansion and privatization attempt to eliminate the same sort of dependences that forward substitution does, but do so by using additional storage rather than additional computation. The basic idea is that if (i) a scalar’s value is always computed in an iteration of the loop before it is used, and (ii) the value read within an iteration is always the value computed in that iteration, then each iteration’s value can be stored in separate memory location. Since each iteration reads and writes from a separate location, there are no loop-carried dependences on the variable.

Figure 4.6(a) shows a loop amenable to this transformation, with \( t \) being the scalar to be expanded or privatized. Scalar expansion is legal when the following conditions are true:

1. No use of the variable is upward exposed, i.e., the use never reads a value that was assigned outside the loop.
2. No use of the variable is from an assignment in an earlier iteration.

Whether or not these conditions are met can be determined by consulting the use-def information for the variable (see Section 2.5.) For the loop of Figure 4.6(a) the conditions are met. Making the data read and written to \( t \) private to an iteration can be accomplished in two ways, as we now describe.

Figure 4.6(b) shows the first way of doing this by expanding a scalar into an array of elements, with one element per loop iteration. Since all writes and reads of a given element of the array are within a single iteration, there are no loop-carried dependences on the array. We observe that (despite what we have said earlier when discussing parallelization) the real problem is not dependences that cross just any iteration, but rather dependences that go from an iteration executing on one thread to an iteration executing on another thread. Because the iterations on a thread execute in-order, dependences spanning iterations within a thread are enforced by the sequential execution of the program within the thread. This observation can be used to generate the code found in Figure 4.6(c), where storage for a private scalar is allocated on a thread local stack, as denoted by the private keyword. This solution is preferable to scalar expansion as it does away with the computational overhead of address calculation when using an array, reduces the storage overhead to be on the order of the number of threads rather than on the order of the number of iterations, and increases locality.
Privatization also decreases the cache footprint of the $t$ array and eliminates false sharing across cores and threads.

for ($i = 0; i < n; i++)$
  \begin{align*}
    S_1 & \quad t = e; \\
    S_2 & \quad a[i + t] = a[i + t - 1];
  \end{align*}

(a) A temporary $t$ amenable to scalar expansion.

for ($i = 0; i < n; i++)$
  \begin{align*}
    S_0 & \quad \text{private int } t; \\
    S_1 & \quad t = e; \\
    S_2 & \quad a[i + t[n]] = a[i + t[n] - 1];
  \end{align*}

(b) The loop after performing scalar expansion.

for ($i = 0; i < n; i++)$
  \begin{align*}
    S_0 & \quad \text{private int } t; \\
    S_1 & \quad t = e; \\
    S_2 & \quad a[i + t[n]] = a[i + t[n] - 1];
  \end{align*}

(c) The loop after performing privatization.

Figure 4.6: An example of scalar expansion and privatization.

### 4.6 ARRAY PRIVATIZATION

Like scalars, arrays also are sometimes used as temporaries within a loop nest and can be profitably parallelized. An example of this is shown in Figure 4.7(a) and its dependence graph in Figure 4.7(b).

The problem with the program in the example, and in general, is that elements of a $d$-dimensional array are repeatedly assigned in a $d + k$ deep loop nest, where $k > 0$. This creates loop carried dependences on all the loops in the loop nest. Note that scalar privatization, discussed above, is the degenerate case where $d = 0$. An additional difficulty is that different iterations may assign the final value into different elements of the array, and if these values are used outside of the loop nest they need to be assigned into the shared, global version of the array.

To perform privatization on some array $a$ to eliminate loop carried dependences on loop $i$ the analysis must first determine that all values read from the array in some iteration of loop $i$ are also written in that iteration. One way to determine this is to determine the sections of the array that must be written in an iteration prior to each read of the array. If it is true that all elements read from the array at each read in the iteration must have also been written earlier in that iteration, then it is legal to perform privatization. Because the analysis is checking for prior reads in the same iteration, the analysis for legality does not need to worry about accesses in other iterations. Thus, a single forward pass through the loop body can be made to gather the data about reads and writes.

Data that is read or written by some reference $r$ can be represented by a regular section descriptor $[L_r : U_r : s]$, where $L_r$ is the first element of the array that is accessed by $r$, $U_r$ is the last element...
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double a[n];
...
for (i₁ = 1; i₁ < n; i₁++) {
    for (i₂ = 2; i₂ < i₁ + 1; i₂++) {
        a[i₁] = ... + a[i₂ - 1];
        if (i₁ = n - 1) a[1 : n] = a'[1 : n];
    }
}
... = a[σ];

(a) A program amenable to array privatization.

double a[n];
...
for (i₁ = 1; i₁ < n; i₁++) {
    private double a'[n];
    a'[i₁] = ...
    for (i₂ = 2; i₂ < i₁ + 1; i₂++) {
        a'[i₂] = ... + a'[i₂ - 1];
    }
    for (i₃ = 2; i₃ < i₁; i₃++) {
        b[i₁, i₃] = ... + a'[i₃ + 1];
    }
}
... = a[σ];

(c) The program after privatization but without last writes being performed on the original a array.

Figure 4.7: An example of array privatization.
Remember that for array privatization to be performed it is necessary that all values read from an array in an iteration must be written earlier in that iteration. Thus, the elements defined (i.e., written) in an iteration of the loop in which the array is being privatized must be a (not necessarily proper) superset of the elements read. Therefore, under-estimating the set of elements written by a reference will lead to lost opportunities for privatization, but not to an incorrect privatization. Similarly, over-estimating the set of elements read is also a conservative approximation of the actual elements read.

This conservative approach allows an accurate dataflow analysis to be developed to determine the legality of privatization. In particular, a single forward pass is made to determine what elements of the array have been written in an iteration. At the join of two control flow paths through the loop (typically because of an if statement) the sections describing the elements that have been written along each path are intersected, leading to a possible under-estimation of the elements defined. Along a path, the sections corresponding to the elements defined by multiple assignments to the array can be formed by unioning the sections if they overlap. Then, at each read, a check is made to see if the set of array elements that have been defined up to that point in the iteration is at least as large as what is being read. If this is true at all reads (uses) of the array in the loop, the array can be legally privatized.

The issue of storing last writes to an external array must also be handled if the array privatization is to be legal. In the example program, the writes to a in both $S_1$ and $S_2$ store into $a[i_1]$. The write in the $i_2$ loop is the second, and last write of each iteration, but later iterations may also write the array. In some cases, such as that shown in the example, it can be determined that a particular write to the array being privatized will be the last write. Because the $i_2$ loop writes increasingly large portions of the array that subsume the elements of the array written in the last iteration of the outer $i_1$ loop, it can be determined that the writes to $a$ in the $i_2$ loop when $i_1 = n - 1$ will be the last writes into the element. More generally, a data structure can be kept that records the iteration that the last write of each element occurred. When the current iteration is greater or equal to this count, the global array is updated with the value being written to the privatized version of the array. The “equal” part of the test is necessary when multiple writes to an element occur in the same iteration of the loop nest. Again, in this case compiler analysis can often determine which will be the last write in an iteration, and eliminate the test for the earlier writes. This is particularly easy when there are no zero-trip loops or if branches containing writes to the privatized array.

Privatization is considered profitable if it eliminates dependences. This occurs whenever it is legal and the array being privatized has one or more elements read in different loop iterations.

### 4.7 NODE SPLITTING

Dependence cycles involving both flow and anti dependences can often be broken with the node splitting transformation. This transformation is enabled by the fact that anti dependences arise from the re-use of storage, i.e., the read of a memory location is followed by a write to the same location.
By adding extra storage to save the read location and ensure it is not overwritten, the location of the read can be moved about the loop, thereby breaking the cycle.

Figure 4.8 gives an example of this. As can be seen in Figure 4.8(a), there is a lexically forward flow dependence from \( S_1(a[i]) \) to \( S_2(a[i-1]) \), and a lexically backward anti-dependence from \( S_2(a[i+1]) \) to \( S_1(a[i]) \), leading to the cycle shown in the dependence graph. The transformation identifies cross iteration anti-dependences, and assigns the value at the source of the dependence (\( a[i+1] \), in this case) to a temporary variable. As shown in Figure 4.8(b), this is insufficient to break the cycle. Now, because the anti-dependence is loop-carried, the assignment of the source to a temporary variable can be moved within the body of the loop, i.e., within a particular iteration, without changing the value read. By moving the statement before the use of the temporary variable (i.e., the original source of the anti-dependence) the lexically backward anti-dependence becomes lexically forward, potentially breaking the cycle. This is shown in Figure 4.8(c). Moving the assignment as early as possible in the loop is legal, but leaving it as lexically forward in the loop as it can be while still making the anti-dependence lexically forward may reduce the time that the value of the temporary is stored in a register, and increase the effectiveness of the register allocator.

While both privatization and node splitting target anti dependences, they are used in different situations. Privatization is useful when a variable is assigned a value that is only used within that iteration. Thus, the potential anti and output dependences do not really exist (in terms of the flow of data values in a sequential execution of the program), but parallelizing the loop and having multiple reads and stores, in an indeterminate order, to the single storage location will introduce races and be incorrect. Node splitting is useful when the anti-dependence may actually exist at run time, and thus the global state of the involved variables must be maintained. Because the two transformations are useful in different situations, they are complementary and can be used together.

4.8 REDUCTION RECOGNITION

The last technique we will discuss to remove dependences is reduction recognition. Reduction recognition exploits associativity to both break dependences and enable code motion and parallelization. Reductions are operations that reduce the dimensionality of at least one input operation using a commutative reduction operation, \( \oplus \). Statement \( S_2 \) in Figure 4.9(a) shows a reduction which reduces the one-dimensional array \( a \) into the scalar \( s \) where the reduction operation is +. This follows the general form of a reduction of \( s = s \oplus a[\ldots] \).

Figure 4.9(b) shows the parallelization of the reduction in Figure 4.9(a). The transformation creates a private storage location for each thread involved in the parallel execution of the loop. Each thread then computes the partial sum involving the elements of the reduced variable (\( a \) in this case) accessed in the iterations it executes. A second loop sums the partial sums to give the final value of \( s \).

A better parallelization of the reduction is shown in Figure 4.9(c). Using \( \log_2(|T|) \) steps, where \(|T|\) is the number of threads, the summation of the partial sums is parallelized, as shown in
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for (i = 0; i < n; i++) {
    S1  a[i] = ...;
    S2  ... = a[i + 1] + a[i - 1];
}

(a) A program that can benefit from node splitting because of dependences cycles.

for (i = 0; i < n; i++){
    S1  a[i] = ...;
    S2a tmp[i] = a[i + 1];
    S2  ... = tmp[i] + a[i - 1];
}

(c) The program of (a) after splitting the nodes and capturing the value of a[i+1].

for (i = 0; i < n; i++) {
    S2a tmp[i] = a[i + 1];
    S1  a[i] = ...;
    S2  ... = tmp[i] + a[i - 1];
}

(e) Moving the read of a[i+1] to break the cycle

Figure 4.8: Node splitting example.

the more complicated code of statements S8 to S12 for the second loop. Given \(|T|\) threads, this version will total the partial sums in \(\log_2(|T|)\) steps, as shown in Figure 4.9(e) for 16 threads.

To parallelize reductions, a compiler essentially looks for statements of the form \(s = s \oplus \text{expr}\). Two conditions must be met for the reduction to be parallelized. First, the value of \(\text{expr}\) must be the same regardless of the loop order it is evaluated in. If \(\text{expr}\) either only contains variables that are unchanged, or the values are changed in the same iteration of the loop they are used. That is, the flow or anti dependence from write to the read in the reduction statement has direction “ or “0” in the loop being parallelized. Second, the left-hand side \(s\) must not be used in other statements. Reads of \(s\) in some iteration of the parallel loop will get a partial sum that has a different value than it would in a sequential execution of the loop. Figure 4.9(d) gives an example of a loop that violates both of these conditions.
4.9 WHICH TRANSFORMATIONS ARE MOST IMPORTANT?

As mentioned earlier, most loops cannot be directly parallelized because loop carried data dependences exist on the loops. True dependences by their very nature cannot be eliminated—at best the involved statements can be reordered and enforced by barriers, or enforced by producer-consumer synchronization. This is the goal of peeling, splitting and topologically sorting the dependence graph and performing fission. The effectiveness of these transformations is limited by both the form that a computation has been expressed and the data flow properties of the underlying algorithm.

Scalar expansion and array privatization are arguably among the most important transformations a compiler can perform to eliminate dependences. Common programming idioms, such as

(a) A loop containing a reduction.

(b) The loop transformed to execute the reduction in parallel.

(c) A better parallelization of the loop of (a).

(d) A loop with a reduction operation that cannot be parallelized.

Figure 4.9: Reduction recognition example.
the use of scalars and arrays within deeply nested loops to hold temporary values, lead to numerous anti and output dependences. Because these dependences are not fundamental to a computation but rather are an artifact of insufficient resources being used, applying transformations that provide additional resources locally within a loop can have a dramatic effect on the number of dependences. It is interesting to observe register renaming, which maps architected registers to a combination of architected and unarchitected registers to break output and anti dependences, has eliminated renaming as a transformation in at least some compilers.
CHAPTER 5

Transformation of iterative and recursive constructs

The dependence information gathered using the techniques of Chapter 2 can be used to determine the legality, and sometimes the utility, of a variety of transformations on loops. Many of the transformation we now discuss have as their primary goal improving program performance instead of transforming programs to a form that is easier to parallelize.

5.1 LOOP BLOCKING OR STRIP MINING

Loop blocking is used break the iteration space of a loop into blocks of contiguous iterations. The two primary uses for loop blocking are (i) to split loops up into chunks of computation that can be executed as single vector instruction, and (ii) as one step in performing loop tiling (see Section 5.6) to achieve better locality.

Figure 5.1 shows a loop before and after blocking. The loop is split into a pair of loops, where the outer loop jumps from block to block of the iteration space, and the inner loop traverses the individual iterations in the block. \( bs \) is the block size, that is, the number of iterations in each block.

```
for (i = 0; i < n; i++) {
    for (i' = i; i' < n; i'++) {
        a[i'] = ...;
    }
}
```

```
for (i = 0; i < n; i++) {
    for (i' = i; i' < n; i'++) {
        a[i'] = ...;
    }
    int f = n\%bs;
    for (i = n - f; i < n; i++) {
        a[i] = ...;
    }
}
```

(a) A loop to be blocked. (b) The loop of (a) after blocking.

Figure 5.1: An example of loop blocking.

As can be observed from the code, blocking itself has no affect on the order of memory accesses in the program, and is therefore always legal. The only adverse effect on performance comes from slightly higher loop overheads from the additional inner loop.
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5.2 LOOP UNROLLING

Small loop bodies present several problems to a compiler. Compilers are limited in their ability to express optimizations that increase cross-iteration sharing of data values. Other problems with small loop bodies include a smaller window over which to do instruction scheduling and there are fewer instructions over which loads can be moved to mask memory latency and a smaller window over which register allocation can be performed, potentially leading to additional loads and stores of data value.

Figure 5.2 demonstrates the benefits of loop unrolling. The computation shown is a simplified stencil. Each iteration of the original loop performs loads of \( a[i] \), \( a[i-1] \) and \( a[i+1] \), and stores into \( a[i] \). The value of \( a[i] \) stored in an iteration is the value of \( a[i-1] \) in the next iteration, and the value of \( a[i+1] \) in an iteration is the value of \( a[i] \) in the next iteration. Therefore, it would be more efficient to reuse the values already in registers in the next iteration, and only have to load a new value of \( a[i+1] \) instead of having to load values of \( a[i] \), \( a[i-1] \) and \( a[i+1] \) in each iteration. Code to do this is shown in Figure 5.2(c). As can be seen from the code in Figure 5.2(c) many common array accesses exist across statements in the unrolled loop, which would have been in separate iterations in the original loop. Register allocating across the body of the unrolled loop makes it easy to exploit these common data accesses, whereas in the rolled loop tracking register uses across iterations would have been very difficult.

Unrolling also opens up a wider window for other optimizations to occur. Thus, in the loop shown, the sum \( a[i] + a[i+1] \) is the sum \( a[i-1] + a[i] \) in the next iteration, and the temporary holding the first value can be reused for the second value. The number of compares and increments of the loop index variable are also reduced, making the loop overhead smaller. At run time, the larger number of operations between branches can also increase the window over which out-of-order processors can schedule code without speculating.

Because loop unrolling does not change the order of fetches and stores, it is always legal to perform.

5.3 LOOP FUSION AND FISSION

Loop fusion and fission (also called loop distribution in the literature [250]) are inverse transformations that merge multiple loops into a single loop, and split a single loop into multiple loops. An example of this is shown in Figure 5.3.

Loop fusion produces a program that is faster for several reasons: (i) with lower loop overheads only one loop starts, and since the number of iterations executed is one-half of the total for the two unfused loops, the number of index variable increments and checks is also halved; and (ii) temporal locality is better since accesses to common storage in the two loops will be done temporally closer together.

---

1Software pipelining, discussed in Section 3.7, gives one way of exploiting cross-iteration reuse of values.
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for (i = 0; i < n; i++) {
    S1a[i] = a[i] + a[i + 1];
}

Figure 5.2: An example of loop unrolling.

Loop fission can be used to create loops where one operation exists per loop, enabling vectorization. As seen in the loop fission example of Figure 5.3(a), when the loop is distributed the dependence between $S_1$ and $S_2$ is enforced by the sequential execution of the two loops. If both of the resulting loops, shown in Figure 5.3(c), are parallelized or vectorized, the barrier after each loop will enforce the dependence.

Because fusion and fission change the order in which loads and stores are performed, it is necessary to check the dependence relation before and after performing the transformation to determine if it is legal. In particular, when performing loop fission, every flow dependence from some statement $S_p$ to $S_q$ should be replaced by a def-use edge from $S_p$ to $S_q$, every anti-dependence from $S_p$ to $S_q$ should be replaced by a use-def edge from $S_p$ to $S_q$, and every output dependence from $S_p$ to $S_q$ should be replaced by a def-def edge from $S_p$ to $S_q$. Thus, in the example of the figure, the flow dependence from $S_1$ to $S_2$ is replaced by a def-use edge from $S_1$ to $S_2$ in the new loop. We note that a lexically backwards flow (anti) dependence (i.e., consider if statements $S_1$ and $S_2$ were re-ordered in Figure 5.3(a)) will become a lexically forward def-use (use-def) edge after fission, and a lexically backward output dependence will become a lexically forward def-def edge with the source and sink reversed, thus violating the legality constraints. As described in Chapter 3.2, acyclic portions of the dependence graph may be sorted so that dependences are lexically forward, with a legal fissioning then being possible.

A legal fusion requires that all def-use (use-def/def-def) edges from $S_p$ to $S_q$ in the loops being fused should become with flow (anti/output) dependences from $S_p$ to $S_q$, and no other dependences (other than those that existed in the unfused loops) should exist in the fused loop.
for (i = 0; i < n; i++) {
    a[i] = ...;
    ... = a[i - 1];
}

(a) The loop of (c) after fusion.

for (i = 0; i < n; i++) {
    a[i] = ...;
}  
for (i = 0; i < n; i++) {
    ... = a[i - 1];
}

(c) The loop of (a) after fission or loop distribution.

Loop reversal is a transformation that reverses the order in which the iterations of the loop are executed. Thus, a loop that originally runs from 0...n−1 will now run from n−1...0, as shown in Figure 5.4. Figures 5.4(a) and (b) show the original pair of loops to be fused, and the use-def information for the loops. Figures 5.4(c) and (d) show the fused loop and the dependence graph for the loop. Observe that the Use/Def chain from \( S_1 \) to \( S_2 \) in the loop of Figure 5.4 has become a flow dependence in the fused loop, meaning the order of reads and writes of \( a \) elements has changed after fusing, and the fusion is illegal.

When the iteration space of a loop is reversed, the direction of dependences within that reversed iteration space are also reversed. Thus, a “<” dependence becomes a “>” dependence, and vice versa. More intuitively, in the notation expressing the dependence as the sign of the direction, the direction of dependences in the reversed loop are found by multiplying the direction in the original loop by −1. This effect of loop reversal can be used to fuse loops that might otherwise be illegal to fuse. After reversing the iteration space of the loop shown in Figure 5.4(c), the loop of Figure 5.4(e) is produced. Reversing the direction gives a flow dependence from \( S_2 \) to \( S_1 \) with a direction of “−1” or “>”. Now, since dependences must go from earlier in the loop execution to later, these directions cannot be correct; what has happened is that the flow dependence from \( S_2 \) to \( S_1 \) has become an anti...
dependence from $S1$ to $S2$ with a direction of “1” or “<”. This direction corresponds to the flow of data implied by the Use/Def information shown in Figure 5.4(b), and therefore the fusion is now legal.

```c
for (i = 0; i < n; i++) {
    ... = a[i - 1];
}

for (i = 0; i < n; i++) {
    a[i] = ...;
}
```

(a) A pair of loops to be fused.  

(b) The Use/Def chains for the loops of (a).

```c
for (i = 0; i < n; i++) {
    ... = a[i - 1];
    a[i] = ...;
}
```

(c) The loop of (a) after fusing.  

(d) The dependence graph for the fused loop of (c).

```c
for (i = n - 1; i >= 0; i--) {
    ... = a[i - 1];
    a[i] = ...;
}
```

(e) The loop of (a) after fusing and reversing the loop order.  

(f) The dependence graph for the loop of (e).

Figure 5.4: An example of how loop reversal aids in fusion.

### 5.5 LOOP INTERCHANGE

Loop interchange is a transformation that increases the temporal and spatial locality of array accesses. The transformation takes two loops - $i_{out}$ and $i_{in}$, where $i_{out}$ ($i_{in}$) is an outer (inner) loop, and interchanges the positions of $i_{out}$ and $i_{in}$ so that $i_{in}$ is the outer loop.

There are two benefits from applying loop interchange. First, the locality, and therefore the cache behavior, of array accesses can be improved by interchange. Languages define the order that arrays are laid out in memory. Fortran column elements that are adjacent in the Cartesian space defined by the array are stored adjacent to one another in memory, while C, C++ and Java make row
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elements adjacent in memory\(^2\). Array accesses may occur in the wrong order because of library code
being reused for another language (for example, Fortran arrays have adjacent column elements next
to each other in memory, whereas C has adjacent row elements adjacent to each other in memory),
the literal translation of algorithms from one language to another, and from transcribing algorithms
in a book that might be written to emphasize intuitiveness without regard for locality effects. By
interchanging the loop involved in indexing the arrays in the wrong order, the access order is changed
to one with better cache behavior. If the loop has array accesses that occur in the proper order in
dimensions indexed by the loops to be interchanged, they will now perform their accesses in the
wrong order. In these cases, tiling, discussed in Section 5.6, should be used.

Second, if an inner loop is parallel, interchanging it with an outer loop will decrease the
number of times the parallel loop is instantiated at run time and will increase the amount of work
in the parallel loop. Both of these reduce the overhead of exploiting the parallelism inherent in the
loop.

Because loop interchange affects the order of accesses—accesses that previously traversed
elements in row order will now traverse them in column order, and vice versa—dependence informa-
tion must be used to insure that the transformation is legal to apply. Figures 5.5(a)–(c) show a
double nested loop that is a candidate for interchange, an iteration space diagram for the loop, and
the dependence graph for the loop. As can be seen, there is a flow dependence with a “[1, −1]”
(“[<, >]”) direction vector on the loop. When interchange is applied to the loop nest, the direction
vector elements associated with the interchanged loops are also interchanged. Figures 5.5(c) and (d)
show the interchanged loop, ISD and dependence graph. After interchange, the flow dependence
would have a direction vector of “[−1, 1]” (”[>, <]”). This, however, would imply that the depen-
dence would travel backwards in the iteration space, which cannot happen since dependences always
travel forward in the loop nest’s iteration space. Therefore, the interchanged loop now has an anti
dependence running from the read to the write of a with a direction of “[1, −1]” (”[<, >]”). In
simpler terms, this means that the read of an element of a now occurs after, rather than before, the
write. Because these accesses occur in a different order than in the original program, the transformed
program may give a different (and wrong) result.

Figures 5.6(a)–(d) show another loop nest and its iteration space diagram before, and after,
performing loop interchange. In this case, there is a flow dependence with a direction of “[1, 0]”
(“[<, =]”). After interchange, the direction vector becomes “[0, 1]” (“[=, <]”), which indicates a
flow dependence that is still forward in the iteration space of the loop. Thus, the interchange is legal.

For a two-deep loop nest, the possible direction vectors and what they become after
interchange are:

\(2\)Java does not specify a layout for arrays, and prohibits programs from depending on the layout of arrays, but in practice adjacent
array elements are contiguous in memory. As well, Java does not define two dimensional arrays but builds up multi-dimensional
arrays from arrays of references or pointers, as shown in Figure 2.9. This effectively makes adjacent row elements contiguous.
When a loop contains accesses to arrays that are being performed in an inefficient order, and accesses that are being performed in the correct order, interchange will enhance the locality for the accesses happening in the wrong order, and will degrade the locality of the accesses already happening in the efficient order. This situation occurs, for example, in matrix multiply and array transpose.

Consider the loop nest shown in Figure 5.7. The a[i1, i2] reference accesses the array in row-major order, and is locality friendly, as shown by the horizontal, dark arrows in Figure 5.7(c). The a[i2, i1] reference accesses the array in column-major order, as shown by the vertical, lighter arrows. Clearly, interchange alone will not improve the overall locality of the accesses. What is desired is to tile the iteration space with non-overlapping sub-spaces that both entirely cover the original iteration space, and reorder the accesses such that all of the array regions accessed in a tile fit into the cache.

Figure 5.7(c) shows a symbolic sequence of tiles being accessed by the program of Figure 5.7(a) after tiling (the top row) and the sequences of the a array accessed by each of tiles (the bottom row). After tiling, accesses to the array region for a single reference are occur in a contiguous set of iterations of the loop nest, i.e., they are temporally co-located.

The first step in producing code that gives this behavior is to block each loop (see Section 5.1), as shown in Figure 5.7(d). Blocking does not affect the order of accesses and is always legal. To make the accesses occur in a more cache friendly manner, a second step is performed, i.e., the $i_1'$ and $i_2$ loops are interchanged. This leaves the outer loops in the loop nest (or tiled portion of the loop

\[ [0, 0]^\top ("[=, =]"") \Rightarrow [0, 0] ("[=, =]"") \]
\[ [0, 1]^\top ("[=, <]"") \Rightarrow [1, 0] ("[<, =]"") \]
\[ [1, -1]^\top ("[<, >]"") \Rightarrow [-1, 1] ("[> <]"") \]
\[ [1, 0]^\top ("[<, =]"") \Rightarrow [0, 1] ("[=, >]"") \]
\[ [1, 1]^\top ("[<, >]"") \Rightarrow [1, -1] ("[<, >]"") \]

The direction vectors "[−1, 1]" ("[> <]"), "[−1, 0]" ("[> , =]"), and "[−1, −1]" ("[> , >]"), are not possible because they imply the dependence sink executes before the source. All of the possible direction vectors except for "[1, −1]" ("[< >]") yield legal vectors when interchanged, and therefore can exist on the pair of loops to be interchanged. The "[1, −1]" ("[< >]") is the only direction vector that precludes loop interchange.

The discussion above has assumed that the interchange involves the outermost loop. If it does not, and the direction vectors of all dependences after the interchange are lexicographically greater than [0, 0, . . ., 0], the interchange is legal. In practice, this means that if for every direction vector there is at least one "<" element corresponding to a loop that is outside of the interchanged loops in the loop nest, the interchange is legal. Thus, in a triply nested loop, if the only dependence has a direction vector of "[1, 1, −1]" ("[<, >]"), after interchange the direction vector would be "[1, −1, 1]" ("[<, >, <]"), and the interchange is legal.

### 5.6 TILING

When a loop contains accesses to arrays that are being performed in an inefficient order, and accesses that are being performed in the correct order, interchange will enhance the locality for the accesses happening in the wrong order, and will degrade the locality of the accesses already happening in the efficient order. This situation occurs, for example, in matrix multiply and array transpose.

Consider the loop nest shown in Figure 5.7. The a[i1, i2] reference accesses the array in row-major order, and is locality friendly, as shown by the horizontal, dark arrows in Figure 5.7(c). The a[i2, i1] reference accesses the array in column-major order, as shown by the vertical, lighter arrows. Clearly, interchange alone will not improve the overall locality of the accesses. What is desired is to tile the iteration space with non-overlapping sub-spaces that both entirely cover the original iteration space, and reorder the accesses such that all of the array regions accessed in a tile fit into the cache.

Figure 5.7(c) shows a symbolic sequence of tiles being accessed by the program of Figure 5.7(a) after tiling (the top row) and the sequences of the a array accessed by each of tiles (the bottom row). After tiling, accesses to the array region for a single reference are occur in a contiguous set of iterations of the loop nest, i.e., they are temporally co-located.

The first step in producing code that gives this behavior is to block each loop (see Section 5.1), as shown in Figure 5.7(d). Blocking does not affect the order of accesses and is always legal. To make the accesses occur in a more cache friendly manner, a second step is performed, i.e., the $i_1'$ and $i_2$ loops are interchanged. This leaves the outer loops in the loop nest (or tiled portion of the loop
for \(i_1 = 0; i_1 < n; i_1++)\) {
    for \(i_2 = 0; i_2 < n; i_2++)\) {
        \(a[i_1, i_2] = \ldots\)
        \(\ldots = a[i_1 - 1, i_2 + 1]\)
    }
}

(a) A loop nest that is a candidate for loop interchange.

(b) The iteration space diagram for the loop nest of (a).

(c) The dependence graph for the loop nest of (a).

(d) The loop nest of (a) with the loops interchanged.

(e) The iteration space diagram for the interchanged loop nest of (d). Dashed lines show the flow of data in the original loop order and solid lines the flow of data after loop interchange.

(f) The dependence graph for the interchanged loop nest of (d).

**Figure 5.5:** An example of where loop interchange is illegal.
for (i₁ = 0; i₁ < n; i₁++) {
    for (i₂ = 0; i₂ < n; i₂++) {
        a[i₁, i₂] = ... 
        ... = a[i₁ - 1, i₂ - 1] 
    }
}

(a) A pair of loops for which interchange is legal.

(b) The iteration space diagram for the loop of (a).

(c) The dependence graph for both the original loop nest of (a), and the loop nest after interchanging the i₁ and i₂ loops.

(d) The iteration space diagram for the loop nest of (a) after interchange.

Figure 5.6: An example of where loop interchange is legal.

nest, if there are other loops surrounding the tiled loops) being the i₁ and i₂ loops that iterate over the different blocks, or tiles, in the nest. The inner loops are the i₁’ and i₂’ loops that perform the iterations within each tile. Thus, the iteration space visits each tile in turn, and then traverses the iterations that perform accesses within the tile. This in turn causes each region of the array accessed by each tile to be visited, leading to a cache friendly behavior. We note that tiling is legal whenever the interchange used in the second step of the transformation is legal, as described in Section 5.5.

The tiled code that achieves this behavior is shown in Figure 5.7(c).
for \(i_1 = 0; i_1 < n; i_1++\) {
  for \(i_2 = 0; i_2 < n; i_2++\) {
    a[i_1, i_2] = a[i_2, i_2];
  }
}

(a) A program with locality friendly and hostile accesses.

for \(i_1 = 0; i_1 < n; i_1 += bs_{i_1}\) {
  for \(i_2 = 0; i_2 < n; i_2 += bs_{i_2}\) {
    for \(i'_1 = i_1; i'_1 < i_1 + bs_{i_1}; i'_1++\) {
      for \(i'_2 = i_2; i'_2 < i_2 + bs_{i_2}; i'_2++\) {
        a[i'_1, i'_2] = a[i'_2, i'_1];
      }
    }
  }
}

(b) After loop blocking – the first phase of tiling.

(c) After strip mining – the second phase of tiling.

Figure 5.7: An example of tiling and its effect on the execution order and array access patterns.
5.7 UNIMODULAR TRANSFORMATIONS

Some, but not all, loop transformations are linear transforms of the iteration spaces and loop bounds. In particular, skewing, reversal and interchange can be represented as such, while tiling, strip mining, fusion, and distribution cannot. However, as we have seen, skewing can change the distances of dependences within a loop nest, and enable these other optimizations. These observations led to the development of a theory of Unimodular loop transformations [21, 242, 243].

```
for (i1 = 0; i1 < n; i1 ++) {
    for (i2 = 0; i2 < n; i2 ++) {
        a[i1, i2] = a[i1, i2] + a[i1 - 1, i2 + 2];
    }
}
```

**Figure 5.8:** A loop whose performance can be improved by Unimodular transformations.

Consider the loop nest of Figure 5.8 with an outer $i_1$ and inner $i_2$ loop. The loop nest can be represented by the vector:

$$
\begin{bmatrix}
    i_1 \\
    i_2
\end{bmatrix}
$$

and the interchange of the two indices can be represented by the matrix vector operation

$$
\begin{bmatrix}
    0 & 1 \\
    1 & 0
\end{bmatrix}
\begin{bmatrix}
    i_1 \\
    i_2
\end{bmatrix} =
\begin{bmatrix}
    i_2 \\
    i_1
\end{bmatrix},
$$

i.e., by multiplying the vector of loops by the appropriate permutation matrix. To model the effect of the interchange on the distance vectors of the dependence, the distance vectors can be multiplied by the same permutation matrix. In the example of Figure 5.8, the dependence distance vectors are $[0, 0]$ and $[1, -2]$. Multiplying the transposed dependence vectors by the permutation matrix yields

$$
\begin{bmatrix}
    0 & 1 \\
    1 & 0
\end{bmatrix}
\begin{bmatrix}
    0 & 1 \\
    0 & -2
\end{bmatrix} =
\begin{bmatrix}
    0 & -2 \\
    0 & 1
\end{bmatrix}
$$

or distance vectors of $[0, 0]$ and $[-2, 1]$. The $[0, 0]$ vector is legal, but the $[-2, 1]$ is lexicographically less than $[0, 0]$ and indicates a dependence traveling backwards in the iteration space of the loop. Thus, the interchange is illegal.

In a similar fashion, loop reversal (see Section 5.4) can be expressed as a matrix operation. Again, using the loop of Figure 5.8 as an example, and reversing the inner $i_2$ loop implies the system

$$
\begin{bmatrix}
    1 & 0 \\
    0 & -1
\end{bmatrix}
\begin{bmatrix}
    0 & 1 \\
    0 & -2
\end{bmatrix} =
\begin{bmatrix}
    0 & 1 \\
    0 & 2
\end{bmatrix}$$
or distance vectors of $[0, 0]$ and $[1, 2]$. Neither distance $[0, 0]$ vector is lexicographically less than less than $[0, 0]$, and therefore the reversal is legal.

Finally, skewing can be represented by a identity matrix with elements representing the skewing factor. Thus, the matrix

$$
\begin{bmatrix}
1 & 0 \\
2 & 1
\end{bmatrix}
$$

represents skewing the iteration space by twice the distance on the outer $i_1$ loop, and in the example loop would yield distance vectors of $[0, 0]$ and $[2, 0]$.

The above examples assume the dependence distances are known and constant. It is sometimes the case that a dependence direction is known, but the distance is not. The above framework can handle this in several steps. First, “compound” distances such as $[\ast, \ast]$ are represented as a pair of directions $[0, +]$ and $[+, \pm]$. This prevents the impossible dependence direction $[−, ±]$ from being considered in the following. Next, the directions can be represented as a ranges of integers, with the two directions above being represented as $[0 : 0, 1 : \infty]$ and $[1 : \infty, −\infty : \infty]$. An arithmetic can be defined on these vectors of ranges. Let $l_1, l_2, u_1, u_2 \in \mathbb{Z}$, then $l_1 : u_1 + l_2 : u_2 = l_1 + l_2 : u_1 + u_2$, and $s \cdot l : u = s \cdot l : s \cdot u$ when $s \geq 0$ and $s \cdot l : u = s \cdot u : s \cdot l$ otherwise. Multiplication or addition of any $k$ and $\infty(−\infty)$ yields $\infty(−\infty)$. Using this representation, directions can be converted to ranges and manipulated similar to scalars. Loops that have $\infty$ cannot be parallelized, since no skewing factor exists that eliminates the dependence and allows overlap of execution.

The algorithms presented in [21, 242, 243] show how to efficiently find a Unimodular matrix $T$ that represents the desired and combined effects of skewing, reversal and interchange to give the desired loop nest. Manipulation of the $T$ matrix allows computation of the loop bounds for the new nest. While the use of Unimodular transformations does not give greater power than a framework directly applying skewing, reversal and interchange, it does allow these to be done by manipulating matrices rather than the compiler IR, and therefore allows simpler and easier to maintain approaches within the compiler to represent and perform these transformations.
CHAPTER 6

Compiling for distributed memory machines

Up until now, our focus has been almost entirely on compiling for parallelism on shared memory machines, motivated in part by the dominance of multicore processors. Nevertheless, all large machines for high-performance numerical computing, as well as many small scale clusters, have a physically distributed memory architecture and are programmed using a distributed memory programming model.

Distributed memory machines consists of nodes connected to one another by using Ethernet or a variety of proprietary interfaces. Examples of these include the IBM Blue Gene machines [29, 162], clusters of workstations and small clusters of rack mounted nodes [173]. Distributed memory machines usually execute single program multiple data (SPMD) programs. In an SPMD program, the program’s data is distributed (or spread) across multiple instances of the same program, allowing each instance of the program to compute in parallel on its part of the data. Because the computations are not fully independent, communication must sometimes be used to transmit the coherent copy of a datum to a process needing that copy. This communication is done across the nodes of a distributed memory machine using explicit messages and collective communication that must be specified by either the programmer or the compiler.

It is increasingly common for nodes to be multicore processors. In this case, each core is usually treated as a single node, and the fact that a shared memory exists across some of the nodes is exploited by the underlying MPI library, if at all. In some cases a hybrid model is used, where a multithreaded program runs on each node and communicates via message passing with other nodes, but we do not know of compiler support for this model. The complexity of maintaining two programming models has prevented this from becoming standard practice. In what follows, we assume that each core is treated as a different node.

Figure 6.1(b) shows a high-level diagram of a distributed memory machine, and Figure 6.1(a) shows a simple program that computes the average of the elements in an array. Several interesting concepts are touched on by this figure. For example, the network topology is not specified. In general, compilers view data as close and far, and are not cognizant of the details of specific network topology. The figure also shows that arrays are distributed across the processors while a copy of each scalar often resides on every process.

In Figure 6.1(c), the SPMD program that performs this computation is shown. For simplicity, it is assumed that the data array has 100 elements, and that there are four processes, i.e., the array
float a[4 * n], s, avg;
...
avg = 0; s = 0;
for (i = 0; i < n; i++) {
    s = s + a[i];
}
avg = s/(float)n;

(a) A sequential program that computes the average of 4*n numbers.

#include "mpi.h"
#include <stdio.h>
#define SIZE 4

int main(argc, argv)
int argc;
char * argv[];
int numtasks, rank, count;
float a[n];
int n;

MPI_Init(&argc, &argv);
MPI_Comm_rank(MPI_COMM_WORLD, &rank);

MPI_Comm_size(MPI_COMM_WORLD, &numtasks);
avg = 0; s = 0;
for (i = 0; i < n; i++) {
    s = s + a[i];
}

MPI_Allreduce(&s, &s, 1, datatype, op, comm)

MPI_Finalize();

(b) The data of (a) distributed across four processes. For clarity, the indices of a are shown for the original undistributed array.

(c) A distributed memory SPMD program that uses MPI to perform the computation of the program of (a) and the data distribution of (b).

Figure 6.1: An example of a distributed memory program.

size is evenly divisible by the number of processes. In forming the SPMD program, several problems must be solved:

Data distribution. The data used by the program must be distributed across the different processes and placed into local arrays, and the subscripts accessing the original, undistributed arrays must be modified to access the local, distributed arrays. These issues are discussed in detail in Section 6.1.
6.1 DATA DISTRIBUTION

Computing the data accessed by a reference. As a precursor to efficiently solving the next two problems, it is necessary to compute the data accessed by an array reference. How to do this is discussed in Section 6.2.

Computation partitioning. The bounds of the loops on each processor must be shrunk to only cover the iterations of the computation that is performed by each process. This problem is discussed in Section 6.3.

Generating communication. A global, coherent view of the data is maintained by explicit communication between the program instances running on different processes. As well, it is desirable to move communication out of inner-most loops, both to maximize parallelism and to minimize the overhead of communication operations. How compilers do this is discussed in Section 6.4.

Programming languages targeting distributed memory machines. Several programming languages have been designed to support program development for distributed memory machines. Three of the more popular are discussed in Section 6.5.

6.1 DATA DISTRIBUTION

Parallelism on distributed memory machines is exploited by spreading the computation across multiple processors or cores. On distributed memory machines, this is done by distributing the data across the processors executing the program. This has two benefits. First, each processor (or more accurately, each process executing on a processor) computes the new values for the data that resides on it, or is owned by it, in parallel with the other processes. The scheduling of computation on the process that owns the storage location whose value is being computed is called the owner computes rule [198]. Second, by distributing the large arrays, programs can scale both in performance and in their maximum size, since each new process added to the computation increases the amount of physical memory the program can use.

There are five commonly used data distribution mechanisms.

1. Replicated: a copy of the data is given to every process. Figures 6.2(a) and (b) shows an example of a replicated distribution of an array.

2. Block: The array is divided into $|P|$ chunks (where $|P|$ represents the number of processes), or blocks, of contiguous elements which are distributed onto the processes. Figures 6.3(a) and (b) show an example of a block distributed array.

3. Cyclic or cyclic(1): Elements of the array are distributed in a round-robin, or cyclic, fashion across processes. Figures 6.4(a) and (b) show an example of a cyclically distributed array.

4. Cyclic(bs): The array is broken into blocks containing $bs$ (block size) elements, which are then distributed in a cyclic pattern across the processes. This distribution is sometimes referred
Figure 6.2: Layout of the replicated C array \( a[99] \) on three processes.

(a) The local storage for a block distribution of the C array \( a[99] \) distributed onto three processes.

(b) The elements of \( a[99] \) in a block distribution onto three processes. Elements are numbered using their global indices.

Figure 6.3: Layout of a block distributed array onto three processes.

(a) The local storage for a cyclic distribution of the C array \( a[99] \).

(b) The elements of \( a[99] \) of (a) in a cyclic distribution on three processors. Elements are numbered using their global indices.

Figure 6.4: Layout of a cyclically distributed array onto three processes.
6.1. DATA DISTRIBUTION

to as a *block-cyclic* distribution. Figure 6.5(a) and (b) show an example of a block-cyclically distributed array.

5. General: Generalizations of block-cyclic distributions exist where the array is broken into varying sized blocks, but are beyond the scope of this lecture and are not supported by any commercially available or widely used compilers. In Chapter 8, papers that explore this in more depth are suggested.

Each dimension of an array is distributed independently of other dimensions. Thus, one dimension can be distributed with a block distribution, and another with a cyclic, block-cyclic or replicated distribution. The distributed array will have two sets of bounds: the *global bounds*, which are the bounds of the initial undistributed array, and the *local bounds*, which are the bounds of the array on some process. We now describe each distribution in detail for a one-dimensional array \(a\) with global lower and upper bounds of \(L_a\) and \(U_a\), respectively.

(a) The local storage for a block-cyclic distribution of the C array \(a[99]\).

(b) The elements of \(a[99]\) of (a) in a block-cyclic distribution on three processes. Elements are numbered using their global indices.

**Figure 6.5:** Layout of a block-cyclic distributed array onto three processes with a block size of three.
6.1.1 REPLICATED DISTRIBUTION

The replicated distribution is the simplest of the five distributions we will discuss. Each process \( p \) owns elements \( O = \{ e | L_a \leq e < U_a \} \). Element \( e \) is owned by all processes \( \{ p_i | 0 \leq i < |P| \} \). Because all processes own every element of the array, under the owner computes rule all processes will (redundantly) compute new values of all elements. and will use these locally computed values. This means that if some element of a replicated array \( a \), e.g., \( a[i] \), is assigned a value that is a function of the process id, e.g., \( a[i] = \text{pid} \), then the values of \( a[i] \) that exist, and are read on different processes will be different. Replicating an array is desirable when the cost of performing the redundant computation is less than the cost of communicating the subset of values computed on each process to all other processes.

6.1.2 BLOCK DISTRIBUTION

In the block distribution, the array needs to be divided into \( |P| \) blocks. We present a computationally simple way of describing this from [187]. Let \( L_a \) be the lower bound of \( a \), and let \( U_a \) be the upper bound of \( a \) for the global bounds. The number of elements in \( a \) is then \( |a| = U_a - L_a + 1 \). The formula for \( L_{a,p} (U_{a,p}) \), the lower (upper) bound of \( a \) on process \( p \) is:

\[
L_{a,p} = \left\lfloor \frac{p |a|}{|P|} \right\rfloor
\]

\[
U_{a,p} = \left\lfloor \frac{(p + 1) |a|}{|P|} \right\rfloor - 1
\]

Note that the upper bound is simply one less than the lower bound of the next highest processor.

The elements owned by are process \( p \) can be described by the triplet \( [L_{a.p} : U_{a.p} : 1] \). The set \( O = \{ e | L_{a,p} \leq e \leq U_{a,p} \} \). The owning process of some element \( a[\sigma(I)] \), where \( \sigma(I) \) is the subscript for the block distributed dimension whose bounds are being computed and \( I \) is the index variables for the loop nest surrounding the reference, is

\[
\text{owner}(e) = \left\lfloor \frac{|P| (\sigma(I) + 1) - 1}{n} \right\rfloor.
\]

Because computing the intersection of different owned sets requires knowledge of other distributions, we defer this discussion until Section 6.4.

6.1.3 CYCLIC DISTRIBUTION

The cyclic distribution spreads elements of \( a \) across processes in a round robin fashion. Process \( p \) has the \( p \)th element of the array, and there are \( U_a - L_a + 1 \) array elements total. Thus, after placing the first element onto process \( p \), there are \( U_a - L_a + 1 - (p + 1) \) elements left to distributed, and
$p$ will get every $|P|$'th of those elements. More succinctly, the number of elements $|e|$ is given by:

$$|e| = \left\lfloor \frac{(U_a - L_a - p)}{|P|} \right\rfloor + 1.$$  

(6.1)

Thus, the maximum element index on the process, in the global index space of the array, is

$$p + |P|(|e| - 1).$$  

(6.2)

The bound on the number of elements on each process allow us to define the set of elements owned by each process as a Diophantine expression with bounds, i.e.,

$$\mathcal{O} = \{ p + j \cdot |p| \mid 0 \leq p < |e| \}.$$

### 6.1.4 BLOCK-CYCLIC DISTRIBUTION

The block and cyclic distributions are degenerate forms of the more general block-cyclic distribution. Whereas the block distribution emphasizes spatial locality, and the cyclic distribution emphasizes load balance, the block-cyclic distribution allows both benefits to be achieved. In the block-cyclic distribution, blocks of size $bs$ are cyclically distributed across the $|P|$ processes.

Historically, the block-cyclic distribution was the last distribution for which access and ownership functions were defined in a closed form. The problem was of great concern in the early nineties, because High Performance Fortran [124], which sought to automate much of the difficulty of writing distributed memory programs, specified the block-cyclic distribution as one of its fundamental and supported distributions. The difficulty of creating closed formed expressions for the block-cyclic distribution were, in hindsight, overstated. The crux of the problem is that while the elements owned by a process for an array that is block or cyclically distributed can be expressed as a linear function in one variable, the block-cyclic distribution requires the use of two variables. Once this key fact is observed, a solution is straightforward to obtain.

Because of this, there were no good solutions for block-cyclic distributions until the mid-1990s, at which time multiple solutions appeared almost simultaneously. A good overview of these solutions can be found in [239]. Most of these solutions varied in performance by a small constant, and in most cases the performance differences can be attributed to implementation tuning. In the remainder of this section we will focus on one of these techniques, that of [153, 154], because of the author’s familiarity with the method.

Figures 6.5(a) and (b) show the blocks of data distributed. The technique described below will use one variable to traverse the blocks that are owned by a process, and a second variable to traverse the array elements within a block.

We will label the blocks resident on the process by the first element, in the global index space of the array, of each block. Then, the blocks $\beta_p$ owned by process $p$ are given by

$$\beta_p = \{ bs \ p : U_a - 1 : bs \cdot |P| \} ,$$
where each block is labeled by the index of the first element in the block with the local array bounds. To enumerate the elements within a block \( b \in \beta_p \) we use
\[
E = [0 : bs - 1 : 1]
\]
and the region (or elements) of an array owned by a process \( p \) is
\[
O_{a,p} = \{ b + e | \forall b \in \beta_p, e \in E \}.
\]
If we label each block on a process \( p \) from \( L_{b,p} = 0 \) to some upper bound \( U_{b,p} - 1 \), that is the number of blocks, then
\[
U_{b,p} = \left\lceil \frac{U_a - bs p}{bs P} \right\rceil.
\]
We can rewrite \( O_{a,p} \) as
\[
O_{a,p} = \{ bs P b + bs p + e | L_{\beta,p} \leq b \leq U_{\beta,p}, 0 \leq e \leq bs - 1 \}.
\]
(6.3)

### 6.2 Computing the Reference Set

The next problem is how to compute the set of elements owned by some process \( p \)—the set \( O_{a,p} \) of elements of some array \( a \)—that are accessed by \( a[\sigma_d(I)] \), where \( \sigma_d(I) \) is the subscript of the block-distributed dimension \( d \) of a under consideration. \( I \) is the vector of normalized (see Section 4.2) index variable values in the loop nest surrounding the reference, and each \( i_j \in I \) takes on values \( 0 \leq i_j < U_{i_j} \). It is desirable to be able to compute the elements of dimension \( d \) that are both accessed by this reference and that reside on the process.

Let \( \sigma_d(I) = c_1i_1 + c_2i_2 + \ldots + c_ni_n + c_0 \), then the region of the array referenced by \( \sigma_d(I) \) across every process is
\[
\rho_d = \{ \Sigma^n j = 1(c_ji_j) + c_0 | \forall i_j, 0 \leq i_j \leq U_{i_j} \}.
\]
(6.4)

We are now ready to compute the array elements accessed in the dimension \( d \) of array reference \( a[\sigma_d(I)] \) on process \( p \), using some distribution. Intuitively, we need to intersect the set \( O_{a,p} \) of elements on process \( p \) under the distribution with the set \( \rho_d \) of elements accessed by the reference. This can be done by intersecting the affine expression for \( O_{a,p} \) with the array elements accessed by the affine subscript expression \( \sigma \), i.e., by solving the Equations 6.3 and 6.4.

Because block-cyclic is the most complicated distribution, we will examine computing the reference set for it in detail. For simplicity, we assume that \( \sigma_d(I) \) only involves a single loop index \( i_j \).

For a block cyclic distribution, we again equate the expressions for what is accessed by the reference and what is owned by the process, getting:
\[
c_ji_j + c_0 = bs P b + bs p + e.
\]
Moving terms not involving the equation variables \( e, i_j \) and \( b \) to the left-hand side gives:

\[
c_0bs - bs p = b|P|b + e - c_i j .
\]

We can solve this equation for the intersection using the techniques for solving Diophantine equations discussed in Section 2.3.2 and in more detail in Chapter 7. We first form the \( C \) matrix:

\[
C = [c_0bs - bs p]
\]

and the \( A \) matrix:

\[
A = \begin{bmatrix}
bs|P| \\
1 \\
-c_j
\end{bmatrix}
\]

Forming the \( 2 \times 4 \) IA matrix and using the elimination procedure noted in Section 7.1 gives:

\[
\begin{bmatrix}
1 & 0 & 0 & bs|P| \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & -c_j
\end{bmatrix} \Rightarrow \begin{bmatrix}
0 & 1 & 0 & 1 \\
0 & c_j & 1 & 0 \\
1 & -bs|P| & 0 & 0
\end{bmatrix}
\]

where the first three columns are the \( U \) matrix and the last column is the \( D \) matrix. Since \( TD = C \) we can write \( T = [c_0bs - bs p, t_2, t_3] \). We now find the parametric equations for \( b, e \) and \( i_j \) by multiplying \( TU \), giving

\[
\begin{align*}
b &= t_3 \\
e &= c_0bs - bs p + c_j t_2 - bs|P|t_3 \\
i_j &= t_2
\end{align*}
\]

where all terms on the right (except for the parameters \( t_i \)) are known values at run time.

### 6.3 COMPUTATION PARTITIONING

Given an array reference within a loop, and a surrounding loop nest, it is necessary to find the iterations of the loop nest that access the array. We will show how to do this for each of the four distributions discussed above. In general, we assume an affine expression and bounds on the variables of that expression that describe the elements owned by a process, an affine subscript function \( \sigma(I) \) in the index variables of the surrounding loop nest \( I = [i_1, i_2, \ldots, i_n] \), and bounds on the loop. Let \( i_d = \sigma^{-1}_d(I) \) be an inverse function of the subscript function that returns a value for \( i_d \) given an array element \( e \) and bounds on all index variables other than \( i_d \). Our goal is to intersect the elements owned by a process with those accessed by the subscript, and from the resulting solution find the maximum and minimum values of \( i \) that are needed to access the elements.

Below, we describe how to find the bounds of the \( i \) loop for each dimension of a referenced array. Afterwards we discuss what to do when an array has multiple distributed dimensions, and when there are multiple references in a loop.
6.3.1 BOUNDS OF REPlicated ARRAY DIMENSIONS

For a replicated distribution, all elements of the array on are each process, and therefore all iterations of the surrounding loop nest must be executed.

6.3.2 BOUNDS OF BLOCK DISTRIBUTED ARRAY DIMENSIONS

For a block distribution, let us first consider the case where $\sigma$ is an affine subscript expression in a single index variable $i_k$, i.e., it has the form $e = c_i + c_0$, and $i = \frac{e - c_0}{c}$. Given the upper (lower) bound of $a$ on $p$, $U_{a,p}$ ($L_{a,p}$) then the bounds on $i_k$ are

$$\left\lceil \frac{U_{a,p} - c_0}{c} \right\rceil \leq i \leq \left\lfloor \frac{e - c_0}{c} \right\rfloor. $$

6.3.3 BOUNDS OF CYCLICALLY DISTRIBUTED ARRAY DIMENSIONS

A cyclic reference is somewhat more difficult because the elements are not contiguous, and the stride of the array accesses must be accounted for.

The upper and lower bounds of $i_k$ values for $p$ can be found as above for a block distribution. The elements accessed by the subscript expression are simply the values of $\sigma$ evaluated over the range given by the upper and lower bounds. The elements that are actually present on the process can be described by the function $e = |P|i' + p$, $i' \in [0 : |e|]$, where $|e|$ is the number of elements given in Equation 6.1.3. We solve for when the

$$c_1i + c_0 = |P|i' + p,$$

i.e.,

$$c_1i - |P|i' = p - c_0.$$

Using techniques from the background section of Chapter 7.1 allows the solution for $i$ to be cast in terms of a parametric equation that can be used to enumerate the loop index values.

6.3.4 BOUNDS OF BLOCK-CYCLICALLY DISTRIBUTED ARRAY DIMENSIONS

The case of block-cyclic is most difficult. What is needed is a loop that traverses the different blocks, a nested loop that traverses the different elements in the blocks, and a value of $i$ in the global iteration space of the loop, and an index into the local array. First, we find the bounds on $b$, the starting elements of blocks that are within the bounds defined by the block size, array size and iteration space of the loop. From Equation 6.5 we know that $b = t_3$, and therefore the bounds on $t_3$ are the bounds on $b$. Next, we find the bounds on $t_2$, needed to compute the elements $e$ that are accessed within each block. We know that $0 \leq e \leq bs - 1$ from the previous discussion in Section 6.1.4 above. Substituting the right-hand side of the equation for $e$ in Equation 6.5 above we get

$$0 \leq bs - bs p + cj_2 - bs|P|t_3 \leq bs - 1.$$
and solving for $t_2$ in the inequality gives

$$\left\lceil -c_0 b s + b s p + b s|P|t_3 \over c_j \right\rceil \leq t_2 \leq \left\lceil -c_0 b s + b s p + b s|P|t_3 + b s - 1 \over c_j \right\rceil.$$  \hfill (6.8)

In Equation 6.5, $i_j = t_3$, and therefore the inequality above gives the bounds on the $i_j$. Figure 6.6 shows how the bounds of a loop are transformed to only perform the iterations that access the locally owned elements of a block-cyclically distributed array.

(a) An original loop with a block-cyclically distributed array.

\begin{verbatim}
for (i = 0; i < U1; i++) {
    ... a[σ(i)]...
}
\end{verbatim}

(b) The loop of (a) transformed.

Figure 6.6: An example of determining loops bounds when accessing a block-cyclically distributed array.

6.3.5 SUBSCRIPTS WITH MULTIPLE LOOP INDICES

What do we do if $\sigma$ is not in a single variable, but contains multiple index variables? Again, assume we are trying to find the bounds on a loop with index $i_k$. For all loops outside of $i_k$ in the loop nest, the values of their index variables $i_1, i_2, \ldots, i_{k-1}$ are known, and effectively constant, values when an instance of $i_k$ begins to execute.

Thus, the sum of

$$\sum_{j=1}^{k-1} (c_j i_j)$$

can be formed and made part of the constant in the bounds formula above. For the loops nested within $i_k$, i.e., loops with index variables $i_{k+1}, \ldots, i_n$ we know the maximum and minimum values
of the index variables. Thus, we can find the extreme values of the integer expression
\[ c_{k+1}i_{k+1} + \ldots + c_n + i_n, \]  
(6.9)
as described in Section 7.3. For finding the lower bound of \( i_k \) we need the smallest value of \( \frac{U_{a,p} - c_0}{c} \), which requires using the lower bound of the expression of Equation 6.9. Similarly, to find the upper bound we need to use the upper bound of the expression of Equation 6.9. Index variables not mentioned in the subscript of the distributed dimension are not constrained by the distribution, and the full range of iterations must be executed.

### 6.3.6 Generating Loop Bounds for Multi-Dimensional Arrays

The techniques described so far in this section compute a set \( I_d \) that contains all iterations in the loop nest surrounding the iteration that must be executed to access the elements owned by a process, and referenced by the subscript expression for a single dimension of an array. In general, arrays will contain multiple distributed dimensions.

In the simple case the different distributed dimensions are indexed by different index variables. Let \( i_d \) be the index variable used to index dimension \( d \) of the array. Then the constraints imposed on the values of \( i_d \) found using the formulae of this section give the necessary bounds on \( i_d \) for this reference.

The more complicated case arises when one or more loop indices \( i_k \) are used to index several dimensions \( i_{d_1}, i_{d_2}, \ldots, i_{d_n} \) of the array. For a value of \( i_k \) to be in the iteration space accessing the reference, it must be valid for indexing into each dimension \( d_1, d_2, \ldots, d_n \). Therefore, the contribution of this reference to the iteration space of the \( i_k \) loop is given by \( I_a = I_{d_1} \cap I_{d_2} \cap \ldots \cap I_{d_1} \), i.e., the intersection of the iteration space defined by each dimension.

### 6.3.7 Generating Loop Bounds with Multiple References

Loops with a single reference are exceedingly rare and so it is necessary to combine the iteration spaces defined by each reference into a total iteration space. If some iteration of a loop index \( i \) is needed by some reference, it must be included in the iteration space of the loop. Thus, given the sets of iterations \( I_{a_1}, I_{a_2}, \ldots, I_{a_r} \) for the \( r \) references in the loop, the total loop nest is \( I_a = I_{a_1} \cup I_{a_2} \cup \ldots \cup I_{a_r} \). Because the iteration sets are unioned, the resulting loop iteration set will likely be too large for at least some references. To protect references from being executed for invalid iterations, a guard must be inserted around each reference \( a_j \) that allows the reference to execute only in those iterations where the value of the current loop nest index is in the iteration set for \( a_i \), i.e., when \( I \in I_{a_i} \).

At first this seems horrendously expensive, since in the worst case almost the whole iteration space of the loop will be executed, with expensive guards, implemented as \( \text{if} \) statements, being executed for each reference. Typically, the situation is much better than this, especially in well-written programs. The references within a loop generally access arrays of the same size, and with the same distribution. This leads to similar iteration sets, and loop bounds, being defined for each reference. When bounds do differ, the often differ by one. In this case, *iteration peeling* (see Section...
than 4.1) can be used to pull off the iterations that are not shared by all references, making the majority of the iterations guard free. Even if iteration peeling cannot be used the loop bounds defined by each reference largely overlap, the work done on each process is roughly $1/|P|$ of the total work, and significant parallelism is realized in the execution.

6.4 GENERATING COMMUNICATION

The typical memory model for distributed computation says that a process will execute whatever code is necessary to compute the values of data (typically array elements) that have been distributed onto it, i.e., the owner’s computes rule [198]. Computing these values requires accessing data that is distributed onto other processes, and this requires generating message passing communication to get that data.

Generating communication requires two distinct activities. First, the kind of communication needed is determined. This is done by analyzing the dependence relations between writes of owned data, and reads of data that are potentially not owned. In general, any dependence that has a non-equal direction on a parallel loop will need to obtain data from other processes, since the presence of the non-equal direction means that any subset of the iteration space (such as the subset executing in a given process) will need data from outside the set (and therefore executing on another process). Second, the data that must be communicated needs to be determined. Because most MPI communication requires actions by both the sender and the receiver of the data it is necessary for the sending process to know that it must send data, and what data it must send.

There is not an over-arching strategy for generating communication operations in message passing programs, rather there are a collection of heuristics that attempt to discover a write/read pair corresponds to well-known and supported messaging patterns, and if so to generate code that efficiently creates communication that uses that pattern. In this section we will discuss three communication patterns – shift, using send receive; a collective operation; and a wave-front communication pattern – and how they are detected. This will give the general flavor of how communication can be generated by a compiler.

6.4.1 THE SHIFT COMMUNICATION PATTERN

Figure 6.8(a) shows an HPF program with an array $A$ whose columns are block distributed onto four processes. Figure 6.8(b) shows the layout on the processes, with arrow indicating elements of $A$ on one process must be sent to another process when computing values for the elements of $A$. The compiler computes, or generates code that computes at run time, the elements of $A$ needed by each process $P_i$. The compiler also computes, or generates code to compute at run time, the values of $I_1$ and $I_2$ that define the bounds of the $I_1$ and $I_2$ loops on each process. By evaluating the subscript expression of the $B$ reference over those values, the values of $B$ that need to be read can be determined. These values can be intersected (by means of Diophantine equations for general distributions and affine array subscripts) with what is owned by each process, with the result of the intersection being that the left-hand strip of $B$ on each process needs to be sent to the neighboring process to the left.
A simpler technique can also be used for certain subscript patterns. Given two arrays, A and B, that have the same size and distribution, when some column (row) access of B is offset by a constant value \( k < 0 \) there needs to be a transfer of \( k \) columns (rows) of B to the left (upper) process in the grid. If the constant offset is \( k \), then there is a transfer of \( k \) columns (rows) to the right (lower) process. In the example of Figure 6.8, \( k = -1 \). If B is ALIGNed or otherwise has its distribution shifted relative to A’s distribution, then this shift is used to modify the value of \( k \). Thus, if the HPF alignment distribution \( \text{ALIGN} B(I_1, I_1 - 1) \text{WITH} A(I_1, I_1) \) were used, B would be shifted to the left one row, the value of \( k \) would be increased by one, and the final \( k \) value would be 0. Similarly, if the (pathological, in this case) alignment of \( \text{ALIGN} B(I_1, I_1 + 1) \text{WITH} A(I_1, I_1) \) were used, the elements of B would be shifted column to the right with respect to B, the final \( k \) value would be \(-2\), and two columns of B would need to be communicated to the left process.

Where the communication is placed depends on the dependence structure of the loop. In the program of Figure 6.8(a), the B array is updated inside of the \( I_1 \) loop, and the elements updated are elements that will be communicated. Therefore, it is necessary to move the communication outside of this loop.

### 6.4.2 THE BROADCAST COMMUNICATION PATTERN

Figure 6.9(a) shows an HPF program where the same element (4) of array B is read by every process. Since B is a distributed array, this requires that B(4) be communicated to every process, which is a broadcast communication pattern. The compiler can easily detect this pattern in the program, and by finding the process that owns the constant element can set up the proper broadcast communication operation.

An analogous, but slightly more complicated, example of this is when a column or row of an array is read by every process, and that column or row resides entirely on a single process. Similarly, if an entire array is distributed onto a single process and read by every process, the entire array will need to be broadcast.

**A wavefront communication pattern** Consider the code of Figure 6.7(a). The parallelism of Figure 6.7(b) can be exposed by generating code as seen in Figure 6.7(c), and exists along the diagonals of the grid (shown with the same shading). The compiler can realize that the loop can be tiled (see Section 5.6) to form the necessary blocks of computation, with the execution order enforced by the communication placed outside of the inner two loops, as shown in Figure 6.7(c).

### 6.5 DISTRIBUTED MEMORY PROGRAMMING LANGUAGES

Several languages have been developed for targeting distributed memory machines. Nevertheless, the most popular programming model for distributed memory machines is C, C++ or Fortran combined with MPI. Under such a model the compiler’s role is to optimize the program as a sequential program—the exploitation of parallelism, data distribution, computation partitioning and generation of communication is entirely the programmer’s responsibility. Because MPI is a
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(a) A program with wavefront parallelism.

(b) The iteration space diagram for the program of (a).

(c) The program of (a) with the wavefront parallelism of (b) made explicit. Each node in (b) represents a $bs \times bs$ block of computation, i.e., the amount done by one instance of the inner $I_1$ and $I_2$ loops.

Figure 6.7: Example of a wavefront pipelining enforced by communication.

library, production compilers have no understanding of the underlying semantics of library calls, and make no effort to optimize code across calls.

We now briefly discuss several other programming languages for distributed computing. These languages fall into the realm of Parallel Global Address Space (or PGAS) languages. They allow the programmer to manipulate data using the global indices for distributed arrays. This, in and of itself, is a huge improvement for the programmer over manipulation data using the local address space.
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PROGRAM SHIFT
INTEGER A(1000,1000)
INTEGER B(1000,1000)
PROCESSOR P(4)
DISTRIBUTE (*,BLOCK) :: A,B ONTO P
DO I1 = 1, N, 1
  SEND(leftPid, B(I2, I1))
  RECV(rightPid, B(I2, I1 - 1))
  DO I2 = 1, N, 1
    A(I2, I1) = B(I2, I1 - 1)
    B(I2, I1 - 1) = ...
  END DO
END DO

(a) A program with shift communication.

(b) An illustration of the shift communication pattern for the program of (a).

Figure 6.8: An example of a shift communication pattern.

6.5.1 HIGH PERFORMANCE FORTRAN (HPF)

Compilers for High Performance Fortran, and the closely related research languages Fortran90D [35], Vienna Fortran [46], and Fortran D [103], arguably provide the most aggressive support for distributed memory computing. HPF only required the programmer to specify the data distribution of the program. Based on that distribution, the HPF compiler would perform computation partitioning on loops, and automatically generate communication, following the strategies outlined above. It was HPF, and its predecessors, that motivated much of the development and formalization of the work discussed earlier in this chapter, and it was the failure of HPF in the marketplace that led to the rise of Co-Array Fortran (discussed further in Section 6.5.2) and Unified Parallel C (discussed further in 6.5.3).

Novel features of HPF were the ability to declare processor grids\(^1\) and templates, and to support advanced support of data distribution via declared processor grids, templates, and the align primitive. We demonstrate this functionality via an example which is illustrated in Figure 6.10. A $2 \times 2$ grid

---
\(^1\)These are really grids of processes.
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PROGRAM BCAS
INTEGER A(1000,1000)
INTEGER B(1000)
PROCESSOR P(4)
DISTRIBUTE (*,BLOCK) :: A,B ONTO P
BCAST(B(4))
DO I1 = 1, N, 1
  DO I2 = 1, N, 1
    A(I2, I1) = B(4)
  END DO
END DO

(a) A program with a broadcast communication.

(b) An illustration of the broadcast communication pattern for the program of (a).

Figure 6.9: An example of a broadcast communication pattern.

of processors is declared in $S_1$. This is a logical processor grid, in that it will be mapped by the HPF runtime onto whatever number of processors are specified by the programmer.

Statements $S_2$ and $S_3$ declare a one and two-dimensional array. Remember that Fortran stores arrays in column-major order, and therefore the rightmost subscript corresponds to column elements rather than row elements as it would in C, C++, Java, or most other languages. In statement $S_4$, the DISTRIBUTE directive distributes $A$ onto the $4 \times 4$ processor grid $P$ using a block distribution. HPF also supported cyclic, block-cyclic and replicated distributions. The ALIGN directive in statement $S_5$ places each element $B(I)$ on the same processor that column $I$ of $A$ is placed. The "*" in the second (column) dimension of $A$ says to spread $B$ across all of the columns of the $A$ matrix. In statement $S_4$, the DISTRIBUTE directive distributes $A$ onto the $4 \times 4$ processor grid $P$ using a block distribution. HPF also supported cyclic, block-cyclic and replicated distributions.

Compiling HPF programs requires many of the analyses and transformations discussed earlier. In the program of Figure 6.11(a) (and its transformed form in Figure 6.11(b)), a flow dependence exists from the write to $A[I]$ to the read of $A[I-1]$. When compiling for shared memory, three possibilities exist. First, the loop could be left serial. Second, loop fission or distribution could be applied,
(a) An HPF program using the PROCESSOR grid, alignment, and distribution features of HPF.

(b) The processor grid defined by the program of (a), and how the distribution directives of the program place the data on that processor grid.

Figure 6.10: An example of HPF ALIGN and DISTRIBUTE directives.
by the send and receive placed between the two loops rather than by a barrier at the end of the first loop. This code is found in Figure 6.10(b).

Figure 6.11: An example of transformations necessary to exploit parallelism in an HPF program.

Similarly, the code found in Figure 6.7(b) will, with a good HPF compiler, result in code that uses messages to both communication data and synchronize dependences, as shown in Figure 6.7. These examples offer some insight into why HPF was even less successful than shared memory auto-parallelizing compilers. First, providing data distribution information gives hints as to how parallel code should be scheduled, but ultimately the problem is the same as confronted by an auto-parallelizing compiler for shared memory. In particular, data dependence analysis is necessary to find parallel loops in a shared memory compiler, and transformations are necessary to either eliminate anti and output dependences, and to enforce flow dependences. In an HPF compiler, dependence analysis is necessary to determine where communication is necessary, what kind of communication is necessary, and what must be communicated. The compiler's job is made easier in some cases by the distributed memory model, for example, cross-iteration (and therefore cross-processor) anti-dependences can be eliminated by a combination of the serial execution within a process, process private storage for all array elements accessed by the process, and by not generating communication that would overwrite the dependent array element on the processor at the sink of a dependence. The distributed memory model makes the compiler's job more difficult because it is necessary to either have exact distance information for cross-iteration flow dependences so that exactly the right data is communicated, or to over-communicate, leading to larger communication overheads. Because message passing communication is typically orders of magnitude more expensive than synchronization in shared memory processors, conservative analyses that lead to unnecessary or inefficient communication can lead to significant slowdowns in program performance. As well, just as interchange and other transformations are necessary when targeting shared memory to form an outer loop that has no dependences and can be parallelized, with HPF dependences must be moved out of the inner loop so that substantial work exists to amortize the cost of the communication. At
the end of the day, the technical issues that must be confronted by an HPF compiler are similar, and in many cases fundamentally the same, as those that are confronted by shared memory compilers.

Less technical reasons also led to the lack of wide-spread adoption of HPF. A major issue was the compilation of block-cyclic distributions, or more precisely, the lack of any good method of generating code for block-cyclic distributions when major vendors began work on HPF [36, 89, 98]. Two strategies were followed: (i) vendors chose to simply not support block-cyclic; and (ii) library calls at run time handled the block-cyclic distributions correctly, but inefficiently. The end result of this is that the vendors that supported a subset of the language, usually because of block-cyclic, also decided to not implement some other difficult features. Because all vendors did not make the same choices, different languages were supported by different the compilers. Vendors that chose the runtime approach often focused less on performance and more on completeness—not a winning strategy for a language whose first two initials stand for “high” and “performance”. In fairness, it must be said that these vendor focused on performance going forward.

A second major issue was that potential users of HPF had wildly unrealistic expectations of what HPF would be able to accomplish. Compounding this, many HPF compilers gave little or no feedback to their users about where communication was placed, and why. Thus, programmers would compile their application, and get some level of performance, make a few seemingly small changes, and get very different performance. This made it difficult for programmers to work with the compilers to converge on the best performance the compiler could deliver.

6.5.2 CO-ARRAY FORTRAN

Co-Array Fortran is an extension of Fortran 95 and implements an SPMD programming model. It is currently part of the Fortran 2008 standard, released in 2010 [195]. A Co-Array Fortran program is replicated a fixed number of times, and each replication of the program is called an image. When the program is replicated, all data associated with the program is, by default, also replicated. Each image has a unique identifier (its index) that allows the flow of control within an image to be controlled, as desired, based on the identity of the image.

For useful work to be performed in parallel, data should be distributed among the images so that it can be simultaneously operated on by many processes. Co-arrays give that capability to Co-Array Fortran. Consider the following declaration:

\[
\begin{align*}
S1 & \quad \text{REAL, DIMENSION(N)[*]} :: A, B \\
S2 & \quad A(:) = B(:)[P]
\end{align*}
\]

This code does the following things. A statement S1 declares two co-arrays named A and B, each with N elements. Thus, each image has a portion of the co-array that contains N elements, and a total of \(N \times \text{number images}\) elements are allocated. This statement is very similar to a normal Fortran declaration except for the “[*]” which makes it a co-array.

Statement S2 accesses the co-arrays, and assigns all of the values of elements of the B array on image P to the local storage for the co-array Aarray. We note that if every image has the same value of P, every portion of local A array gets the values of the B array from the same image, and thus
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Broadcast operation has been specified. As the reader may have surmised, the "[:]" notation for A and B arrays specifies that all elements of the array in Fortran 95 syntax, and all elements of the co-array on some image in Co-Array Fortran syntax. In general, for both Co-Array Fortran and Fortran 95, sections of arrays may be specified by triplet notation of the form \([l : u : s]\).

A variety of communication patterns can be specified, using co-arrays and in some cases Fortran 95 *intrinsic* functions. Thus, the expression

\[ A[P] = B \]

moves the contents of the co-array B on the image executing the statement into the co-array residing on image P. The expression

\[ Y[:] = X \]

broadcasts the element values of X on the image executing the statement to every images Y co-array. Note that while "(:)" specifies all of the elements of an array, the use of a bracket, e.g., "[:]", specifies all processes containing parts of the co-array. As the last example, the expression

\[ S = \text{MAXVAL}(Y[:]) \]

uses the intrinsic \text{MAXVAL} function perform a max reduction over all elements of Y on all images. If every image executes this statement, every image will get the maximum value contained in some Y in their local scalar variable S.

It is the task of the programmer to map data into the distributed co-array. It is the task of the compiler to recognize remote accesses, generate the message passing code to create these accesses, and to recognize collective communication operations encoded as assignment statements involving co-arrays. Because communication is more explicit than in HPF, the programmer is more aware of the cost of communication operations that are required, and consequently can better manage the communication, and tune the performance of a program, at the source level.

6.5.3 UNIFIED PARALLEL C (UPC)

Unified Parallel C, as implied by the name, is a set of extensions to the C programming language. These extensions include constructs and/or semantics to enable explicit parallelism, support a shared address space across a distributed memory system, perform synchronization and to maintain strict or relaxed consistency models. Like Co-Array Fortran, it is primarily the responsibility of the programmer to tune their program for good performance, and like Co-Array Fortran it gives programmers enough control to achieve good performance while relieving them of the tedium of perform global to local address space calculations when accessing shared data structures. And also like Co-Array Fortran it also assumes an SPMD execution model.

UPC assumes a memory organization as shown in Figure 6.12(a). The memory is physically distributed across \(|P|\) processes, and each processes’ physical memory is logically partitioned to be

---

2Intrinsic functions are Fortran functions that are defined as part of the language specification, and whose semantics are known to the compiler.
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in two parts: a globally accessible part treated as shared memory, and a private part only accessible by the process on which the memory resides. Data declared as *shared* is placed into the logically shared portion of the memory, and data declared as *private* is placed into the logically private part of the memory. The default distribution of data across a process is done using a block distribution. By changing the declared block size of data a programmer can achieve a cyclic or block-cyclic distribution. Figure 6.12(b) shows a program that declares three arrays (v, b, c and d) as private, block, cyclic and block-cyclically distributed, respectively. Figure 6.12(c) shows how these arrays are laid out in memory.

(a) The organization of memory by the UPC compiler and run time.

```
float v[100]
shared [ceil(100/THREADS)] float b[100]
shared float c[100]
shared [2] float d[100]
```

(b) Declarations of four variables with different distribution attributes.

v is private, b is block distributed, c is cyclical distributed, and d is block-cyclically distributed with a block size of 2.

(c) The layout of the arrays a, b, c and d above.

Figure 6.12: Memory organization and data distribution in UPC.

Since UPC extends C, support for pointers into distributed data is mandatory. As can be seen in Figure 6.12(b), the location of data, and the distribution of data that resides in shared memory is expressed as a type. Therefore, UPC supports pointers to shared data.

UPC pointers can reside in either private or shared memory, and can point to either private or shared memory. A pointer in private memory that points to private memory provides a pointer that can only be changed by one UPC thread, and that points to data in that thread's shared memory. An example of this is pointer p in Figure 6.13(a). A pointer in private memory that points to shared data
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(a) An example of shared and private pointers that point-to shared and distributed data.

```c
float * q;
shared float *p;
shared float shared *r;
q = &a;
p = &c;
r = &b;
```

(b) Declarations of shared and private pointers to access the arrays.

```c
shared [2] float a[10], *p;
shared [3] float *q;
... p = a; p+ = 4;
q = a; q+ = 4;
```

(c) A program doing pointer arithmetic on pointer to shared arrays.

(d) A graphical illustration of the (probably correct) pointer arithmetic on p in the program fragment of (b).

(e) A graphical illustration of the (probably incorrect) pointer arithmetic on q in the program fragment of (b).

Figure 6.13: An example of UPC pointers and pointer declarations.
allows a thread to have a pointer that cannot be changed by other threads and from which shared memory values can be accessed. An example of this is pointer \( q \) in Figure 6.13(a). A pointer in shared memory pointing to shared storage in shared memory provides a pointer than can be read and written by all threads, and that points to data accessible by all threads. An example of this is pointer \( r \) in Figure 6.13(a). The last combination of pointer location and the location of pointed-to storage is a pointer in shared memory that points to private memory. This pointer combination is prohibited by UPC, since it would allow the address of private data to be accessed by all threads. Moreover, since global pointers contain header information that provide information about which thread contains the pointed-to data, and pointers to private storage do not, dereferencing such a pointer would likely point into the dereferencing threads private storage, even if the pointer value was set by another thread. Figures 6.13(c) and 6.13(d) show pointers to the arrays declared in Figure 6.12(b).

Figures 6.13(d) and 6.13(e) show pointers to data with different block sizes, and show that like sequential C, pointer arithmetic honors type information. In UPC, the block size is part of the type, and so the block information associated with a pointer, rather than with the pointed-to object, will affect the pointer arithmetic.

UPC also supports both relaxed and strict (sequentially consistent) memory models. Critical cycle analysis for SPMD programs, as described in Section 2.6, is used constrain compiler optimizations, and to guide the insertion of fence instructions to constrain reordering of instructions by the process.

In addition to the memory model analysis just mentioned, the UPC compiler performs a mapping from global to local index spaces for distributed arrays. It also must generate communication when accessing non-locally stored data, and when accessing locally stored (but perhaps shared or private) data it should either determine statically or at run time that the data is local and use a load or store rather than message passing to access the code.

Both UPC and Co-array Fortran have enjoyed more success that HPF because they both give the responsibility for performance to the programmer, provide a programming model that allows the programmer to gain some insight into the performance of the program being written, and relieve the programmer of the tedium of managing data distributions and the details of communication.
Several topics discussed in this lecture have required solving *Diophantine equations* (e.g., Sections 2.3.2 and 6.1). Diophantine equations are equations whose domain, range and coefficients are integers and whose form is that of an indeterminate (i.e., it has infinite solutions) polynomial. The equations we are interested in are polynomials of degree one in possibly many variables, which are often referred to as affine equations. This chapter may be skipped, or quickly scanned, by most readers, but is provided for the reader desiring a deeper understanding of the mechanics behind solving Diophantine equations.

### 7.1 SOLVING SINGLE DIOPHANTINE EQUATIONS

Let the Diophantine equation we wish to solve be in the variables \( i_1, i_2, \ldots, i_n \), and of the form:

\[
c_0 = a_1 i_1 + a_2 i_2 + \ldots + a_n i_n.
\]  

(7.1)

We can form a coefficient matrix \( A \) of the equation:

\[
A = \begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_n \end{bmatrix},
\]

where the \( j \)’th row of \( A \) is the coefficient for the \( j \)’th variable in the system. The left-hand side of the system, \( C \), can be similarly represented. Because our system only has one equation, this is simply:

\[
C = [c_0].
\]

To solve the system of equations, we first form the matrix \( IA \), where \( I \) is the identity matrix. This gives the matrix

\[
IA = \begin{bmatrix} 1 & 0 & 0 & \ldots & 0 & a_1 \\ 0 & 1 & 0 & \ldots & 0 & a_2 \\ \vdots \\ 0 & 0 & 0 & \ldots & 1 & a_n \end{bmatrix}.
\]
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An elimination algorithm, reminiscent of Gaussian elimination but using only integer operations, can be applied to the matrix to obtain the matrix \( UD \):

\[
UD = \begin{bmatrix}
  u_{1,1} & u_{2,1} & \ldots & u_{n,1} & d_1 \\
  u_{1,2} & u_{2,2} & \ldots & u_{n,2} & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  u_{1,n} & u_{2,n} & \ldots & u_{n,n} & 0
\end{bmatrix}.
\]

The resulting \( U \) matrix is an \( n \times n \) matrix, and the resulting \( D \) matrix contains the greatest common divisor (or \( \gcd \)) of the coefficients for the equation as its first element.

Let \( T = [t_1, t_2, \ldots, t_n] \) be a vector of \( n \) parameters. Then \( TD = C \), i.e., in our equation, \( c_0 = d_1 t_1 \), and by simple algebra, \( t_1 = d/d_1 \). The equation has a solution if and only if \( d_1 \) evenly divides \( c \), i.e., if the \( \gcd \) of the coefficients evenly divides the constant term. If a solution does exist, then

\[
T = \begin{bmatrix}
  t_1 = \frac{c}{d_1} \\
  t_2 \\
  \vdots \\
  t_n
\end{bmatrix}
\]

and the relationship

\[
[i_1, i_2, \ldots, i_n] = TU
\]

holds. Stated more verbosely,

\[
i_1 = \frac{c}{d_1} u_{1,1} + t_2 u_{1,2} + \ldots + t_n u_{1,n} \\
i_2 = \frac{c}{d_1} u_{2,1} + t_2 u_{2,2} + \ldots + t_n u_{2,n} \\
\vdots \\
i_n = \frac{c}{d_1} u_{n,1} + t_2 u_{n,2} + \ldots + t_n u_{n,n}.
\]

By substituting the solutions for \( t_1 \) and arbitrary integer values for \( t_k, 1 < k \leq n \) into the system of Equation 7.2, all solutions to Equation 7.1 can be found.

7.2 SOLVING MULTIPLE DIOPHANTINE EQUATIONS

It is sometimes desirable to simultaneously solve a system of Diophantine equations. A general system of Diophantine equations can be expressed as:

\[
\begin{align*}
c_0 &= a_{1,1} i_1 + a_{1,2} i_2 + \ldots + a_{1,n} i_n \\
c_0 &= a_{2,1} i_1 + a_{2,2} i_2 + \ldots + a_{2,n} i_n \\
\vdots \\
c_0 &= a_{m,1} i_1 + a_{m,2} i_2 + \ldots + a_{m,n} i_n.
\end{align*}
\]
This set of equations can be represented in matrix form as:

\[
\begin{bmatrix}
a_{1,1} & a_{1,2} & \ldots & a_{1,n} \\
a_{2,1} & a_{2,2} & \ldots & a_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m,1} & a_{m,2} & \ldots & a_{m,n}
\end{bmatrix}
\begin{bmatrix}
i_1 \\
i_2 \\
\vdots \\
i_n
\end{bmatrix}
= 
\begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_n
\end{bmatrix},
\]

or, more generally, \(iA = C\) and the unique solution to this equation can be found as \(i = CA^{-1}\).

The goal in solving such system is the same as when using Gaussian elimination—we wish to reduce the array and find an upper triangular array that can be used to solve for each of the \(n\) variables in turn. However, because we are working with Diophantine equations, and we want them to remain Diophantine equations throughout the process, we avoid the use of division in the elimination process. Two types of operations will be performed on the matrix, interchange of two rows \(r_p, r_q\) and replacement of a row \(r_p\) by \(r_p - kr_q\). By performing these operations repeatedly, the matrix is reduced to an upper triangular form.

We now describe how to do this systematically, additional details can be found in [24]. Consider the \(n \times m\) matrix of integers, \(A\), above. It can be augmented with an \(n \times n\) identity matrix \(I\), yielding the matrix

\[
\begin{bmatrix}
a_{1,1} & a_{2,1} & \ldots & a_{m,1} & 1 & 0 & \ldots & 0 \\
a_{1,2} & a_{2,2} & \ldots & a_{m,2} & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_{1,n} & a_{2,n} & \ldots & a_{m,n} & 0 & 0 & \ldots & 1
\end{bmatrix}.
\]

We repeatedly apply the operations of Section 7.1 to eliminate various elements of the \(A\) matrix until the upper triangular form is achieved. At this point we have an \(n \times m\) upper triangular transformed matrix \(A\) and a \(n \times n\) Unimodular matrix \(U\) that is the result of applying the operations forming the upper triangular \(A\) matrix to the \(I\) matrix. As in the previous section, \(x = TU\). The the parametric solutions of the system of Diophantine equations can be found by multiplying the vector \([c', t_2, t_3, \ldots, t_n]\) times \(U\). An example is given in Figure 7.1.

### 7.3 EXTREME VALUES OF INTEGER FUNCTIONS

It is often the case that it is desirable to find the minimum and maximum values that an affine expression can assume. In this section we will show how to find the value of the expression

\[a_1i_1 + a_2i_2 + \ldots + a_ni_n - a_0,\]

where, as above, the \(a_k\) are integer constants and the \(i_k\) are integer variables. For each \(i_k\) we assume there are integer bounds such that \(L_{i_k} \leq i_k \leq U_{i_k}\). For additional details, see [24].

We first provide two definitions.

**Definition 7.1** The *positive* part of a number \(a\), denoted \(a^+\), is \(a\) when \(a \geq 0\), and is \(0\) otherwise.
2 \ast i_1 + 2 \ast i_2 + 3 \ast i_3 = 2

(a) A Diophantine equation to be solved.

\[
\begin{bmatrix}
1 & 0 & 0 & 2 \\
0 & 0 & 1 & 3 \\
0 & 1 & 0 & 2
\end{bmatrix}
\]

(b) A mapping of coefficients and constants to the notation for solving Diophantine equations.

(c) The matrix \( \mathbf{IA} \).

(d) The matrix of (c) after switching rows 2 and 3.

\[
\begin{bmatrix}
1 & 0 & 0 & 2 \\
0 & 3 & -2 & 0 \\
0 & -1 & 1 & 1
\end{bmatrix}
\]

(e) The matrix of (d) after subtracting row 3 from row 2.

(f) The matrix of (e) after switching rows 2 and 3.

\[
\begin{bmatrix}
1 & 0 & 0 & 2 \\
0 & -1 & 1 & 1 \\
0 & 3 & -2 & 0
\end{bmatrix}
\]

(g) The matrix of (f) after twice subtracting row three from row 2.

(h) The matrix of (g) after switching rows 2 and 3.

(i) The matrix of (h) after twice subtracting row 2 from row 1.

\[
\begin{bmatrix}
0 & -1 & 1 & 1 \\
1 & 2 & -1 & 0 \\
0 & 3 & -2 & 0
\end{bmatrix}
\]

(j) The matrix of (g) after switching rows 1 and 2.

\[
(i_1, i_2, i_3) = (2, t_2, t_3) \mathbf{U}
\]

(k) \( i_1, i_2 \) and \( i_3 \) expressed in terms of parameters \( t_2 \), \( t_3 \) and \( \mathbf{U} \).

\[
\begin{align*}
i_1 &= t_2 \\
i_2 &= 2t_2 + 3t_3 - 2 \\
i_3 &= -t_2 - t_3 + 2
\end{align*}
\]

(l) Equations for \( i_1 \), \( i_2 \) and \( i_3 \) expressed in terms of \( t_1 = c/d, t_2 \) and \( t_3 \).

Figure 7.1: An example of solving a Diophantine equation and expressing its solution in terms of parametric terms.

**Definition 7.2**  The negative part of a number \( a \), denoted \( a^- \), is \( |a| \) when \( a \geq 0 \), and is 0 otherwise.

Thus, the negative and positive parts of a number return the magnitude of the number when it is a negative, and positive number, respectively. Using these concepts, we can succinctly express the extreme values of the expression. The lower bound of the expression can be

\[
L_E = a_0 + \sum_{k=1}^{n} L_{ik} a_k^+ - U_{ik} a_k^- 
\]

and

\[
U_E = a_0 + \sum_{k=1}^{n} U_{ik} a_k^+ - L_{ik} a_k^- 
\]
Intuitively, when computing the lower (upper) bound we want to minimize (maximize) the value of each term. To minimize a term when the coefficient $a_k$ is positive requires using the lowest value $i_k$ can take on, and when the coefficient $a_k$ is negative using the largest value of $i_k$, and when $a_k$ is positive using the smallest value of $i_k$. The maximum value is done in a similar, and symmetric, way.
CHAPTER 8

A guide to further reading

Because of the tutorial focus of this book I have focused on giving relatively high-level sources, where possible, to supplement the material.

8.1 COMPILE FUNDAMENTALS

There are a variety of compiler textbooks available, and most of these cover parsing, code generation, and optimizations and analyses for sequential machines. The so called Dragon Book (because of its cover) is a classic in the field, but fairly technical. Two other, more accessible books are Fischer and Cytron’s Crafting a Compiler [77] and Torczon and Cooper’s Engineering a Compiler [57]. For advanced coverage, Muchnick’s Advanced Compiler Design & Implementation [161] surveys a range of advanced topics. Because of the breadth of the field, all compiler books are somewhat flawed, and the reader with finite time and resources is suggested to examine two or three from a library before settling on one.

The development of the Static Single Assignment (SSA) form in the 1980s had a significant impact on the design of intermediate representations for scalar compilers. A good early work on the program dependence graph, a precursor to the SSA form, is in Ferrante, Ottenstein and Warren paper [74]. The SSA form itself is discussed in detail in [62], and detailed development of an algorithm for using the SSA form to perform constant propagation is given in [240].

Padua’s 2000 article on The Fortran I Compiler [167] serves as a fascinating look into the first compiler, and gives a good perspective on how the initial technology has been replaced by more advanced and formalized methods.

An alternative approach to developing parallel programs is write a sequential program on top of a parallel library, with the library providing the parallelism. This has been used successfully for decades in the more limited domain of databases. Two projects along these lines are Rauchwerger’s STAPL [192, 217, 226] and Intel’s Thread Building Blocks [229].

8.2 DEPENDENCE ANALYSIS, DEPENDENCE GRAPHS AND ALIAS ANALYSIS

Good overviews of dependence analysis techniques can be found in the tutorials by Padua and Wolfe [169], Wolfe [249, 251] and Banerjee et al. [23]. Modern dependence analysis grew out of Utpal Banerjee’s PhD thesis at Illinois in the late 1970s. Two books give an in-depth explanation of classical Banerjee-Wolfe dependence analysis [22, 24] as well as explaining the necessary number
theory and Unimodular operations on matrices. The textbooks by Kennedy and Allen [116] and Wolfe [250] also provide a good discussion of this topic. A comparative overview of dependence testing techniques can be found at [104].

In the years following the development of classical Banerjee-Wolfe dependence analysis, a number of different approaches have been taken to make the results less conservative. Early variants were the Power Test [252], which used Fourier-Motzkin elimination to decide if references are dependent, and the i-test [125]. Another variant is the Range Test [31], which determines that the range of values taken on by subscripts in potentially dependent array accesses do not overlap, and thus cannot take on the same value. Even more precise tests are the Omega test [181, 183, 184] and the Polyhedral and Polytope models [26, 33, 72, 73, 177, 178]. Both of these have significantly higher theoretical overheads than Banjerjee-Wolfe analysis, but are practical for use in a compiler.

Readers with an interest in analyzing explicitly parallel programs should first read Adve and Gharachorloo's tutorial on shared memory consistency models [2]. Many of the issues in compiling for different memory models can be understood using the techniques of [209]. Problems in the original Java memory model are discussed in [185], and the current Java memory model, released with Java 5, is discussed in Manson, Pugh and Adve [147]. Finally, Boehm and Adve [32] did fundamental work in developing a memory model for C++. The two main compiler efforts targeting the compilation of explicitly parallel programs while preserving sequential consistency are Yelick's Titanium [127, 128] and UPC [224], and the Pensieve project [141, 225].

8.3 PROGRAM PARALLELIZATION

For a good overview of parallelization, the sources mentioned earlier [23, 169, 244, 251] should be consulted. Other good overviews include [132]. Vectorization is discussed in the above works, and [9, 10, 40, 247]. Much of this work was inspired by the early CCD and Cray machines. More recently, the introduction of short vector instructions in the Intel and PowerPC processors has led to some recent efforts in this area, including [70, 196, 214], as has compiling for graphics processors being used as accelerators [38, 142, 149, 205, 227] and the Cuda [60] language compilers.

Related to dependence analysis and automatic parallelization, Rauchwerger, et al. did work in hybrid parallelization, where some information is developed at compile time but the final decision on whether a dependence exists and the loop can be parallelized is made at run time [202, 203].

Good overviews of producer/consumer synchronization can be found in [157, 246]. Much of the early research on producer/consumer synchronization [144, 156, 223], came from the Cedar Project [131], which implemented flexible synchronization mechanisms. The Rice compiler effort, under Ken Kennedy, also studied the problem of compiler generation of synchronization [42]. In [49], the effects of synchronization and the granularity of parallelism enabled by synchronization are discussed. With multi-core processors there has been some renewed interest in this topic, with some recent work being described in [115, 206, 257].

The parallelization of recursive and divide and conquer algorithms and while loops are related and is an intrinsically more difficult problem than the parallelization of loops, and in the domain
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of scientific computing these programs have been less common than programs with loop-based computation. Some readings in this area are [56, 91, 108, 109, 193, 201].

A good high-level discussion of software pipelining can be found in [20] and [5, 113] gives a comparison of some of the major techniques. Early work derived from compiling for VLIW machines [4, 68, 80, 81, 138, 171, 191, 199, 232].

8.4 TRANSFORMATIONS TO MODIFY AND ELIMINATE DEPENDENCIES

A good overview of loop skewing can be found in [244, 250]. In [21, 140, 243], they discuss loop skewing in the context of Unimodular transformations. An example of a recent work on skewing is [112], which also discusses skewing of multiple loops.

Induction variable substitution is discussed in [3, 96, 176, 248, 253]. An discussion of induction variable analysis in recursive programs using abstract interpretation can be found in [15].

One of the earliest descriptions of the use of forward substitution can be found in [133]. An overview of the algorithm can be found in [169], a description of its implementation within a symbolic analysis framework is described in [94]. Descriptions of the use of forward substitution in parallelizing compilers are given by [30, 95, 210].

The overview works, e.g. [169, 250], give a good overview of scalar expansion and privatization. The transformation is discussed in the context of distributed memory machines by Banerjee, et al. in [170]. The seminal works on array privatization are by Padua and Tu [233, 234].

8.5 REDUCTION RECOGNITION

Kuck [130] provided one of the earliest discussions of the principles of reduction and recurrence recognition and optimization. Other early works on this topic include [78, 114, 175, 176] in [79], the closely related topic of generating parallel prefix programs from recurrences and reductions on data is discussed.

8.6 TRANSFORMATION OF ITERATIVE AND RECURSIVE CONSTRUCTS

Loop fusion and unrolling are closely related to the unroll-and-jam transformation [41, 44, 45] that operates on nested loop. Unroll and jam has been applied to many problems, of related to locality, as discussed in [150].

8.7 TILING

An example of an early dependence-based transformation to improve locality can be found in [83]. True tiling is developed in [242, 245]. More advance algorithms were developed by McKinley [150] and Pingali [121]. Related in function, but not in strategy, are various recursive layouts. Gustavson
et al. [71, 93] and Chatterjee et al. [48] were pioneers in this. Because of the difficulty of analytically determining the precise tile sizes to best manage a complex memory hierarchy involving multi-level caches and translation look-aside buffers, automatic tuning tools that perform and intelligent search over a space of solutions, using run time profiling, to determine an optimal blocking for a given architecture. ATLAS [18, 254] (for linear algebra) and FFTW [76, 82] (for fast Fourier transforms).

8.8 COMPILING FOR DISTRIBUTED MEMORY MACHINES

Much of the early work in data distribution, communication generation, and so forth, occurred in the context of HPF [117, 123, 124]. Early versions of HPF targeted a variety of message passing systems, but currently the MPI [160, 213] library is used almost exclusively. HPF grew out of three earlier projects – Fortran90D [35] project at Syracuse, Vienna Fortran [46] at the University of Vienna, and Fortran D [103] at Syracuse. As mentioned earlier, the block-cyclic distribution was a difficult problem for early HPF and distributed memory compilers, and Chatterjee’s survey paper [239] gives pointers to many of the proposed solutions.

The earliest, and foundational work on data distributions is Koelbel’s [122] in his discussion of local functions. Much of the later research was focused on relieving the programmer of the task of doing data distribution, and work by Gupta and Banerjee [88] (in the context of the Paradigm Compiler), and Kremer and Kennedy [118]. More advanced generalizations beyond what we have discussed can be found in [86, 235].

Key works in generating communication are again Koelbel’s [122], Gupta and Banerjee [88] and FortranD [103], as well as in the Fortran 90D [35] and Vienna Fortran [46] projects.

In [89], an overview is provided of the IBM research prototype that led to the xHPF compiler. This book gives a good overview of the interaction between data distribution, communication generation, computation partitioning, and optimization of communication in the interface between the code and library. Two other important industrial compilers are the DEC compiler [98] and the PGI pghpf compiler [36].

Two of the more successful languages and associated compilers targeting distributed memory computers are Co-Array Fortran (CAF) [54, 163] and Unified Parallel C [43, 237]. A comparison of these two global address space languages is given in [55]. Co-Array Fortran is included in the Fortran 2008 standard approved in 2010 [195].

There are several implementations of both of these languages. The Rice Co-Array Fortran compiler is described in [66], and differs from the standard version by introducing additional features, such as processor sub-setting.

\(^1\)MPI is also used in almost all manually written distributed memory programs.
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There have been two main directions in parallelizing compiler technology in the last 10 or 15 years. These directions have been motivated by a desire to overcome the limitations of purely static compiler analysis. These limitations arise when attempting to parallelize non-loop code; loops with non-affine accesses, including pointer-based accesses; or loop-based and non-loop code with dependences that occur in a few executions of the code.

The first direction to overcome the limitations of the current analyses, and which already has been discussed in the this work, in the use of languages that provide parallelization hints in one form or another to the compiler. These provide information to the compiler above and beyond what it can ascertain via a static analysis. The most widely used of these is probably OpenMP. The main limitation of this approach is that the languages tend to provide better support for loop and array-based programs and regular algorithms.

The second direction is the use of speculation, with the earliest compiler oriented work being that of [56, 63, 64, 193, 194, 218]. Speculative techniques optimistically parallelize program constructs, thus dependences may exist across code executing in parallel, and therefore some kind of check must be done at runtime to (i) ensure that the code executing in parallel really is independent and not dependences exist, and (ii) to roll back the execution of one or more of the code instances when a dependence is found, and to re-execute them correctly. Speculation is discussed briefly in Section 3.6.2. The role of the compiler in the current and recent work in speculation is to determine what code should be speculatively parallelized, to transform the code to make the speculative execution more efficient, and to insert the necessary library calls, etc., to enable the speculative execution. Another form of speculation is based on value prediction, where the value that will be communicated along a dependence is predicted (and speculated on), allowing the code at the sink of the dependence to execute before the value is actually computed. If the value is mis-predicted, the dependent code must be re-run.

Speculative approaches need to perform several tasks. As identified in [52], these include:

1. Identifying data references that must be speculated on. These are dependences that are either unlikely to actually exist at runtime, or where the source and sink of the dependence are unlikely to execute at the same time.

2. Maintain information about speculated data locations that have been accessed (e.g. [84]).

3. Schedule threads on which speculation occurs. Like all scheduling strategies it is necessary to worry about load balance. A major contribution of [52] is the use of a sliding window to enable good load balance and the amount of “roll back” necessary to achieve a correct execution.

4. Committing data when it is safe to do so. If a chunk of code has executed with no conflicts on speculated data, the results of that chunk can be committed to memory.
5. Squashing a restarting threads when conflicts on speculated data are detected. Because we are executing speculatively, it will sometimes be true that a dependence does exist, and is violated by the speculated execution. This must be detected, the violating threads terminated, and execution restarted from a correct point.

These basic actions can either be done in software, or more efficiently using special hardware [53, 99]. We note that the first hardware support for transactional memory will likely be in IBM’s Blue Gene/Q processor [97]. In [53], a description of a processor that enables thread level speculation, and supporting software, is provided. Unfortunately, software transaction memory systems (STMs) have relatively high costs for the above functionality, and often experienced degraded performance, relative to a sequential version of the program, on a small number of processors. One of the better STMs is STMlite [151] which is designed to use profiling information to facilitate automatic parallelization.

A study of the maximum performance that can be gained by speculative execution given zero-overhead synchronization, etc., and the effects of loop and function level parallelism is provided in [165]. They conclude that function level speculation is best, although much later work mentioned in this section suggests that both coarse and fine grained (loop iterations and other small sections of code) can be effectively exploited. In [28], some issues surrounding the scheduling and selection of code to be executed speculatively, with an emphasis on when to spawn speculative threads, is given. Gonzalez et al. [148] also discuss scheduling strategies utilizing profiling information to increase the ability of the compiler to make better decisions. In [67], a cost-model based framework for selecting and scheduling speculative threads is discussed, and [231] discusses the use of profiling information and machine learning techniques to develop better mappings of speculative threads to different hardware. The POSH compiler [146] uses profiling information and program structures (e.g., loops and functions) to partition programs, and shows that much of the performance improvement comes from overlapping work and prefetching.

Another strategy is to use program slices [241] (see Section 2.3.1 to execute a fast path through the program to compute essential values and allow the rapid fulfillment of dependences. This technique, in conjunction with profiling, is explored in [186]. This technique is used to pre-compute addresses (e.g., when following links in a pointer-based data structure) and branch outcomes in [258], and in [259] it is shown that the slice does not have to be correct since if the outcome is incorrect the underlying speculative mechanism allows the mis-calculation to be caught and a correct execution to be done. This observation allows the slice to be highly optimized, which is important since the time it takes the slice to execute affects the rate at which new work can be spawned, and therefore the potential parallelism.

Speculative support for decoupled software pipelining (discussed in Section 3.2) is one major approach. As discussed in Section 3.2, decoupled software pipelining executes SCCs across different threads, depends on their being multiple SCCs to form the different pipeline stages, and the performance of the resulting program is gated by the maximally sized SCC. By speculating on some
dependences in the loop, more, and better balanced in size SCCs can be formed. Decoupled software pipelining and various optimizations using speculation are discussed in [37, 166, 188, 189, 190, 238].

A significant improvement in the performance of speculatively executed programs can be achieved by making use of high-level semantic information about the operations being executed speculatively. The Galois project [135, 136, 137] makes use of commutativity information as well as high level iterators and novel locking techniques.

Traditional transformations, along with new techniques, can help with exposing regions of code that are amenable to speculative parallelization [256].

Some early work in the use of value prediction and communication of values within the processor to enable thread level speculation is described in [219, 220, 255]. In [65], the use of value prediction as well as speculation on dependences is used to allow more parallelism in the program to be exploited.
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